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Question A (Prediction with Partial Information)

The linear structural equation y1t = y2tβ + ut relates two observed en-
dogenous variables (y1t, y2t) and has unknown structural coeffi cient β and
equation error ut. In observation format, the structural equation is written
as

y1 = y2β + u, (1)

with y1 = [y1,1, ....y1,n]′ and y2 = [y2,1, ....y2,n]′ . The associated reduced form
is written

[y1, y2] = Z [π1, π2] + [v1, v2] = ZΠ + V, (2)

with n×K observation matrix Z = [z1, ..., zn]′ of K ≥ 1 observed exogenous
variables zt that are used to instrument y2,t in (1). The K × 2 reduced
form coeffi cient matrix Π = [π1, π2] is partitioned conformably with [y1, y2],
as is the reduced form error matrix V = [v1, v2] , which is assumed to be
normally distributed. The coeffi cients of the structural form and reduced
form are related by the equation π1 = π2β. Standardizing transformations
(see Phillips, 1980, 1983) are applied (with no loss of generality) to (2) so
that Z ′Z = nIK and V ∼d N (0, I2n) .
The parameter β in (1) is estimated by instrumental variables leading

to β̃ = (y′2PZy2)
−1 (y′2PZy1) , where PZ = Z (Z ′Z)−1 Z ′. The reduced form

coeffi cient vector π1 is estimated by unrestricted reduced form least squares
giving π̂1 = (Z ′Z)−1 Z ′y1 and by partially restricted reduced form estimation
giving π̃1 = π̂2β̃, where π̂2 = (Z ′Z)−1 Z ′y2.
It is proposed to predict the next period observation y1,n+1 = z′n+1π1 +

v1,n+1 by using these two reduced form estimates, giving the two predictors
ŷ1,n+1 = z′n+1π̂1 and ỹ1,n+1 = z′n+1π̃1. It is assumed that zn+1 is observed and
equal to zn+1 = ιK/

√
K, where ι′K = (1, ..., 1) is a K-vector of ones. The

next period error v1,n+1 ∼d N (0, 1) and is independent of V.
In the questions below, assume that the true value of the reduced form

coeffi cient matrixΠ = 0, so that the structural coeffi cient β is only apparently
identified by the order condition K ≥ 1.

1. Find the exact finite sample distribution of the two reduced form pre-
dictors ŷ1,n+1 and ỹ1,n+1.

2. Find the forecast mean squared errors (FMSE) E (ŷ1,n+1 − y1,n+1)2 and
E (ỹ1,n+1 − y1,n+1)2.

3. Compare the behavior of the predictors and FMSEs as K increases.
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4. Compute the predictive densities of ŷ1,n+1 and ỹ1,n+1 for various values
of K. You may use the exact density formulae from part (1) or simu-
lation methods and kernel density estimation if you have not obtained
formulae for the exact densities in part (1).

5. Indicate how your results apply when the Gaussian assumption V ∼d
N (0, I2n) is relaxed and central limit theory is used to deliver a limit
distribution theory.

6. Discuss your findings and the role of partial information in prediction.

Question B (A Scientific Overview Project)
Choose a field of recent econometric research and write a scientific overview

paper of that field. The topic can be theory or applied or a combination of the
two and it can be in any field of econometrics. The project should be written
up as a scientific review paper, covering motivating ideas, explaining the
econometric theory, and providing some evalution of the research direction,
including its strengths and limitations.

Question C (Your Own Empirical Project)
Choose your own empirical project. Carry out an empirical application

of time series, cross section or panel econometric methods. Write up your
project as a scientific paper, paying attention to the quality of your presen-
tation, including graphics of the data and results as necessary. Be sure to
provide a full discussion of the methods being used and indicate limitations
of the approach you are using wherever you think it is appropriate. This
applied project may be related to your Applied Econometrics Paper for the
departmental requirement.
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