93.4.5. Nonlinear Testing and Forecasting Asymptotics with Potential
Rank Failure—Solution, proposed by Peter C.B. Phillips.

(a) The maximum likelihood estimator § is obtained by applying nonlin-
ear least squares to equation (1), i.e., by minimizing the sum of squares so
that

T T
20 (o= oaxy, — Bxy — afixy)t = 25 (v, — x(v(8))?, say.
=1 t=1

Under the given assumptions, we have the limit theory
VT(§ - 0) =4 N(0,Vp),

where

V= 02[3’1’(9)' M@v(@)}-‘

and M= lim (T7'X'X) = I.
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Because
ay(¢y (1 0 B
3 |01 «f
we obtain
2 1+ 32 af 1! o2 1+ a? —af3
Vo =0 2 = 2 2 2 |
«f 1+ o l+ac+8 —af3 1+8

{b) Let ¥ () = «B. Then the Wald statistic for testing
Hy:¥(6) =0
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¥ (§) = &8,
., [ov(y ay(6) ]!
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and 62 = T7'ZT(y, — x/v(0))?* is the MLE of the error variance ¢ in the
model.

Because M,, — I, as T — oo, the limit distribution of W7 is the same as
that of the statistic where M., is replaced by I3, namely

. T(&B)(1 + &2 + §2)

W, = -

T 52(&2 + B?) ()
Now, under H, we have aff = 0 and
JTaB HdN(O,a‘ge(f)) V; a\ya(@e) )EN(O,az(a2+Bz)/(l +o?+B2). (x%)

Because (&, 8) -, (a,B), it follows from (*) and (*#*) that
WTWT 4 Xlzs

except vxihen o =AB = (. Note that in this case (where o3 = 0 and H, is sat-
isfied), 6’ = (&, 8) —, (0,0) and

\/Té 4 N(O, 02]2)~ )
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Thus, Wy, Wy have the same limit distribution as

T(&B)*  UTY2a/6)(TV2B/6)) s a2
02(&2 ¥ 6‘2) - {(&/&)2 + (B‘/&)z} 74 XaXB/(Xa + Xﬁ): (TT)

where xZ2 and x7 are both x{ (chi-square with one degree of freedom) vari-
ates and are statistically independent in view of (1).
(c) The forecast yr., is

Pran = &Xiryr + Bxarr + &Bxaris

and forecast error is

Vrer = Jre1 = trey + (@ — OXirer + (B = B)xora + (2B — aB) X3
which is asymptotically equivalent to

Ur + X1 (37(0)/80)(8 — 0) = upyy + %7, (6 — 6), say.

The asymptotic variance of the forecast error is then
VAN yrer = ra) = 824+ (1 + X (X X) ™ Ry ), (1)

where

Fre1 = X507 (0) /807 = (Xy74y + BXarir, Xarer + 6X3741)s

and

a0y, 9v(6)
Y X'X) a8’

(d) When 6 = 0 (i.e., « = 8 = 0), the model is simply y, = u, = i.i.d.
N(0,020). Note that the null hypothesis

H():QB—_-O

holds in this case. We now have
VT(6 - 6) = NT0 -, N(0,0° L),
Wr = axaxp/ (x2 + x3)
as in (1), and
Var(yray — Jraa) = 621 + Xy, (X'X) " Eri ),

as in (111).



