92.3.5. Efficiency of maximum likelihood— Solutions.! Two solutions
have been proposed independently by Peter C.B. Phillips (the poser of the
problem) and Benedikt M. Potscher. These solutions, which are published
below, contain a different interesting proof of the consistency of the esti-
mator.

Solution Proposed by Peter C.B. Phillips

(i) The log likelihood of the model

y,=bx, +u, u =iid N(0,b%) (t=1,...,n) 8))
is given by

L(B) =—=(n/DIn2n — (n/2)Inb? — (1/2b3) i] (¥, — bx,)>.
i

Let by be the true value of & in (1). Note that L, (&) is a continuous function
of & on the union of the two half lines (—,0) U (0,e) and L,(b) > — as
b—0, oo, Hgnce, L, (b) achieves a global maximum at some finite value
of b # 0, say b. Hence

n_an(E) Zﬂ—lL”(bo). (2)
Let b be the OLS estimator of & in (1). Since =X — o, we have b — b,
a.s.and n' BT 4/ - E(u?) = b a.s. where &, = y, — bx, are the OLS resid-
uals. Now

n L (b)) = —(1)In27 — (1)Inb?
- (l/ZbZ){n_' Sa2+(b—b)n! Zx,z}
1 1
- —(Hm2r — (DInk? — (17263 [BZ + (b — by)*m, ] a.s.

= L(b), say.

The convergence is also uniform in &, since the convergences n~!' 3 62 —, .
b¢, b =, byand n"'Lix? — m, are all independent of &.
We may write

L(b) ={—(n2r — (HInb? — bE/2b%) + [~ (1/26%)(b — by)?*m,}
=g(b) + h(b), say.

The function #(b) has a global maximum at b = b, while g(b) has global
maxima at & = +b,. Thus, the global maximum of L (&) occurs at b = by,
and this optimum value is unique. In view of the inequality (2) and the uni-
form convergence of n~!'L,(b), we deduce that & — b, a.s.



PROBLEMS AND SOLUTIONS

The asymptotic distribution of & is given by the limit

V(b — by) =4 N(0, 03 (by)),

where

. 1 d*L, (b)) !
v3(by) = | im E| —— =220/
(b0) Lg; ( PEL )} .
Now

n~tdL,(b)Y/db = (~1/b) + (I/b3)yn=' 3 (y, — bx,)?
1

+ (I/B?)n=1 Y (3 — bx)x,
1
and
n
n'd2L, (b)/db? = 1/b2 — (3/b%)n~! Z (y, — bx,)*
1

— (A6 yn 1 3 (v = bx)x, — (/B2 n7 1S x 7.
1 1

Hence,

n E(d? L, (bo) /db?) = 1/b§ — (3/b3)b6S — (1/b)n~" 5] xF
1

and

2
llm E __l d Ln(b())> - 2 +”'n):.
N oo n de b(‘)'
Thus,

(b)) = i/ (2 + m,).
(ii) By contrast, if & is the OLS estimator of &, we have

(D — by) =4 N(0,b¢/m,).
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Since v?(by) < b3/my, it follows that the MLE b is asymptotically more ef-

ficient than the OLS estimator b.



