90.3.5. Optimal Structural Estimation of Triangular Systems: II. The
Nonstationary Case— Solutions. Three solutions have been proposed inde-
pendently by Peter C.B. Phillips (the poser of the problem), Juan J. Dolado,
and H. Peter Boswijk. These solutions provide a correct answer to the prob-
lem. In addition, they each contain interesting derivations and provide ad-
ditional insights into the results obtained. Faced with the very difficult task
to chose among these solutions, the Editor solved this dilemma by publish-
ing all three solutions.

1. Solution—proposed by Peter C.B. Phillips, Yale University.

PART (a). Setting x, = f, we start with the 2SLS estimator § =
(¥5Py2) "' (¥3P,yy). Since

n3yiPy, 7 ()Y

and

n=2y; Py 2 N(0,(3)0*y?)
we find

n3(3 —B) 3 N(0,60%/7?). 6)
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Next, OLS on (1)’ yields § = (5Q,52) " (¥3Q,(¥1 — »2)). Now

nT'y;Q 2 =n"'us Qs > 0*

and

n=2yiQw = n""2u;Q,v 2 N(0,0%).

Thus

n2(B - B) 7 N(O,1), o)

giving the same limit distribution as in the stationary case. Finally, for the
MLE we have, as before,

B — B = [y52] = P)y217 ' [2p5uy — y3Puy — 2u3(1 — Pus]
and
nTysQI = PYy2=n" vy + 07y (1= P ys 5 (3)77
n=322y5u; — v5Puy — 2uz (1 — Pus]
= y(n T2 E{tuy) + 0,(1) 2 N(0,(3)a%y?).
Thus
n*2(B+ - B) 7 N(0,60%/7%). (8)

REMARKS

(i) Note that the limit distributions (6) and (8) are the same, so that econometrician A is right
in asserting that 2SLS is optimal in this case. This outcome relies critically on v # 0, in which
case both variables y,, and y,, carry a deterministic trend. The trend in y,,, in particular, dom-
inates its asymptotic behavior and thereby overrules the effect of the covariance between y,, and
uy,. In fact, OLS and 2SLS on equation (1) are asymptotically equivalent, since

nTyiya 5 (397
and

n=2yquy = yn 2Lt + 0,(1) = N(O,(3)o?y?),
as for the components of 2SLS.

(ii) We observe that knowledge of £, has no effect on the asymptotic distribution of the
MLE, since (8) and (6) are equivalent, This contradicts traditional theory (e.g., Rothenberg [1],
p. 74) whereby restrictions on the error covariance matrix in a simultaneous equations model
generally lead to improved efficiency when the information is used in maximum likelihood es-
timation. This is due to the fact that the coefficient 3 is estimated at a higher rate of consis-
tency than I and the information matrix turns out to be block diagonal when partitioned
conformably with these parameters.

(iii) The augmented regression estimator {3 is consistent for 8 but at a slower rate than B and
B+, Thus, econometrician B would be wrong in this case, at least unless ¥ = 0. Note that the
reason for the slower rate of convergence of § is that the presence of the regressor x, = 7 in (1)’
ensures that the variables y;, and y,, are effectively detrended, thereby reducing the stochas-
tic order of magnitude of their sample second moments.
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PART (b). The 2SLS estimator is g = (¥ P_1¥2) M y3P_1y1), with P_,
representing the projection matrix on the space spanned by the observations
of the instrument y,,_;. We have

ntB —B) = (n"2y;P_1y:) " "(n" 'y P yuy),

I

1
nT2yiP 1y, (n‘zyéyz_l)(n‘zyé_lyz_x)"‘(n‘zyéyz_l)7f B3,
0

and
1
n2YiP gy = (n72ysy, Y (n Py vy M T ) f B,dB,,
0

where (B,,B;) = BM(L), i.e. vector Brownian motion with covariance ma-
trix & (see Phillips [2] for a review of the weak convergence methods by
which these limit results are obtained). It follows that

N 1 -1 pl i —1 1
n(g—g) e <f Bzz> f B,dB = <f Bzz> (f Bzd31~2>
0 . 0 0 0
1 -1 i
+ ( f BZZ) (f Bdez> ()]
0 0

where we use the decomposition (see Lemma 3.1 of Phillips [3]) B, =
05,22‘2132 + B].2 = Bz + BI-Z in which B].z = BM(U]].z) = BM(O’Z) is inde-
pendent of B,. (Observe that ¢, = L, = ¢? here, so that 0y1., = 0y —
03; L5 03, = o? also.) The first term on the far right of (9) is a mixture of
normals and the second term is a unit root distribution as in Phillips [4].

From the OLS regression on (1)” we set § = (¥3¥2) " (y5(¥1 — Ay,)).
Thus

- 1 -1 1
n(B—B) = (n"2yiy) N (nys(uy — ua)) 7 <f Bzz> (f Bdel-2>~
0 0

(10

Thus the limit distribution of 3 is mixed normal and avoids the unit root
component that is present in (9).

REMARKS

(i) Both 8 and £ are consistent for £ at the rate 1/#. However the limit distribution for § in-
volves a second-order bias effect, from the presence of the unit root component in (9), and this
leads to a mislocation and asymmetry of the limit distribution. These effects are systematically
studied in Phillips [5] and the distributional differences between § and £ in finite samples are
explored by simulation exercises in Phillips and Loretan [6].

(i) The estimator § is the maximum likelihood estimator of 8. This is because the likelihood
function factors into a component based on the joint density of (v;,)} and a component based
on the joint density of (uy,)]. Since the latter component carries no information about 3, the
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MLE is based on maximizing the first component which in turn reduces minimizing the resid-
ual sum of squares L] v?, that is, OLS on (1)”. Thus, econometrician B’s estimator 3 is the pre-
ferred choice in this case.

PART (c). As in Part (), econometrician A recommends 8 = (3P, y,) ' X
(y3P,y1). Sett = (1,...,n) and then

niys Py, = (n 32 yit) (n 73 ) T (n 32 y50)

([ w) O ([ )+ o)

nT Py = (nT 2y (n )T (e uy)

1 1 —1 1
7 (L) G) (] )
and
. 1 -1 1
nB-pn) 2 <f rBz) (f rdB]). (11)
0 4]

Next, OLS on (1) gives 8 = (¥50,¥2) ' (¥50,(», — »2)) as before, but
Y1 = By, + u; so that

B-8= Q)7 (3Qu) —1 2 —1

since

n2yQiye = nTtyiya — (R (n DT n T ) 2 fol B;
and

n72ysQuuy = nT ysuy — (n 2y (n )T (n T ) fljdel

where

1 ? —1 1
Ez(r):Bz(r)—<f r&)[(%)] r:Bz(r>—3r(f r132>
Q 0

is detrended Brownian motion. We deduce that
B B—L 12)

REMARKS

(i) The limit distribution (11) is a ratio of dependent normal variates, each of which has zero
mean. [ts distribution is Fieller [6] and it has Cauchy-type tails. Its variance is undefined.

(i) The estimator J is inconsistent so we would prefer the estimation suggested by econometri-
cian A in this case.
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(iii) However, as shown in Part (b) the optimal estimator is the maximum likelihood esti-
mator which utilizes the information that the generating mechanism is the random walk (2)".
This estimator is simply OLS on (1)” and its limit distribution was shown earlier to be (10).

(iv) We conclude that, when stochastic trends are taken to be deterministic trends, econometri-
cian A’s recommended estimator is preferred because it is consistent whereas B’s is not. How-
ever, A’s is inferior to the optimal estimator obtained by maximum likelihood under the correct
information about the generating mechanism. In particular, the limit distribution of A’s esti-
mator is seen from (11) to be asymmetric and to involve bias (induced by the correlation of the
normal variates in the numerator and denominator of (11)). Thus, neither A’s nor B’s proce-
dure provides an adequate bias for inference about 8 when the trend is misspecified as deter-
mimnistic.
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