91.4.3. Testing for Stationarity in the Components Representation of a
Time Series— Solution, proposed by D. Kwiatkowski, P.C.B. Phillips, and
P. Schmidt. (a) Note that r, = L{v; and set w, = r, + u, so that the model

can be written as

yi:x17+wi; T’Z(TO!TI)rxtI'__(I’t)
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or in observation format as
y=Xy+w

Now E(w) = 0 and

var(w) = var{(u) + var(r)

=02, + o2LL = o2I, + oA

where
(1 0 o - o) (11 1 1)
1o 0 12 2 2
L={1 1 1 . 0| and 4=|1 2 3 ... 3
S T T L1 2 3 ... n|

=Q(o7,02), say.

The log likelihood is then
2 2 n 1 1 -1
L(v,au,ou;y)=——2-ln27r—51n|91—5(y—Xv)Q (y - X7y)

(b) 3L/807 = =4 tr(2714) + (¥ — XyyQ@' 407" (y — Xv) and then
N=0L(§,67,5.=0)/00% = (1/252) tr(A) + (1/264) (y — X7) A(y - X7)

where 7, 52 are the restricted ML estimates, that is, the OLS estimates of
y =Xy + w. Write # = y — X¥ and then we have

- 1 v,
A= —E;}? tr(A4) + 2—(_% u'Au,
The LM test of

HQZO’EZO

is based on A. We can construct a “studentized test” based on A and an esti-
mate of its standard error. Note that

var (214 u’Au) = (é§>203 tr(A4?), under normality. @
We set
X
LM, =
T (1208t (A%) V2
Al tr(4) 2)

= 21/26.5(tr(A2))1/2 - 21/2(tr(A2))]/’2'
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Equivalently, we may work with

u'Ai

Uu

LM, =

(removing the fixed term and scale coefficient of 2.
Next note that

n
WAT=a'LLn=3 82,

1
where §, = 234 4;. Hence we have the representation
LM, = —— | K)]

5

(c)_y Under the null

[ar]
n"2S 1 = n=12 Z up= B(r) = BM(o})
whereas
1728 far)
n Sty =072 3 g,
1
[nr] [nr]
=n"V2 3y (n""z > x,’) (X' X)Xy,
1 1

Now x; = (1,¢) and setting

D - (nl/Z 0 )

0 n3/2
we have
n
I > t/n? {1
S R N
2 t/mt 33 03
1
1 I
T 2 de
Dn‘leuz 1 = (:
*-Z frdB
0
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Hence,
[rr)
(nr] 2!
- S — nr ! — 7 -~ - - ’
n I/ZSM,] =n VzSInr] - T’ —71'2— (D, 'X XD, l) lD,l 'X'u

!
- dB
211 ! fo
aB(r)—[r,'i“}{l } 1
2 j rdB
¢

= B,(r), say. «)

Ll DO

We also obtain

1
=>f Bz(r)zdr/03
0

1
= f Wy (r) dr
V]

since B, (r) = 0, W>(r). Note that W, (r), which is defined in the same Way
as (4), is free of nuisance parameters.

Remark. Observe that in the LM, form we have (2 tr 42)“? in the de-
nominator. Now

o1 o1 e 1 1)
i 2 2 2

(A =udl 1 2 3 !
|1 2 3 n

=r112+(rz—1)22+(rl—2)32+---+nz+(n—1)12

+ =222+ - +Un =17
: (continued )



590 PROBLEMS AND SOLUTIONS

=Q2n-D1I*+2rn—-3)224+ 2n—-5)32+ --- +2(n— D*+ n?

k
=2n STk = 230K + D1 k?
1 1 1

=2nn(n+ 1)2n+1)/6 =2[n(n+ 1)/2)]*+ n(n+1)(2n+ 1)/6

[2n — (2k — D] k?
1

n

=3(”—6+—1—) [(222n+ 1) — 3n(n + 1) + 2n + 1]

- _”(”6+ D2 sn+1

That is, tr(4%) ~ n%/6 and 2tr(A4%) ~ n*/3 as n —» . So

' An tr(A)

LM, ~ -
Loa@euAh)r (2uAH)”2

324 Aii 3V2p(n + 1)/2
- 2

n2g? n

31/2 1 égl l
B 0'3’12 1 = 2

1
= 3”2[f W3(r)dr — 1]
0 2

Thus, the factor 1/(2 tr(A4?))"? gives the right normalization, as a power of
n, in standardizing #°A4il.

(d) The normality assumption affects the likelihood and the LA statistic
in consequence. Note also that the variance formula (1) relies on normality,
otherwise 4’th moments would be involved.

However, the limit theory for
SZ;

n
23
1 u

1 1
?LMZIF

1
=f Wi(r)dr
4]

is invariant to the normality assumption so that the statistic n ~>LM, based
on the calculation (1) is in this sense robust.
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Remark. The reader is referred to Kwiatkowski, Phillips, and Schmidt [1]
for a theoretical development and empirical application of the LM test de-
rived herein.
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