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THE ET INTERVIEW:
PROFESSOR CLIVE GRANGER

Interviewed by Peter C.B. Phillips
Cowles Foundation for Research in Economics
Yale University

Professor Clive Granger.

Since the 1960’s, Clive Granger has been one of our most influential schol-
ars in time series econometrics. His writings encompass all of the major
developments over the last 30 years, and he is personally responsible for
some of the most exciting ideas and methods of analysis that have occurred
during this time. It is now virtually impossible to do empirical work in time
series econometrics without using some of his methods or being influenced
by his ideas. In the last decade, the explosion of interest in cointegration is
alone a striking testimony to the effect that his ideas have had on our dis-
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cipline. For several decades, his work on causality, spurious regression, and
spectral analysis have had profound and lasting influence. Most scholars
would deem it the accomplishment of a lifetime if their work were to have
the impact of a single one of these contributions. To have had repeated
instances of such extraordinarily influential research is surely testimony to
Clive Granger’s special talent as a researcher and writer.

Possibly the most defining characteristic of Granger’s work is his concern
for the empirical relevance of his ideas. In a typical Granger paper, this mes-
sage comes through in a powerful way, and it serves as a useful reminder
to us all that ideas truly do come first in research and that mathematical
niceties can indeed come later in the successful development of interesting
new econometric methods. Another hallmark of the Granger style is the
accessibility of his work, which stems from his unusually rich capacity to
write highly readable papers and books, some of which have gone on to
become citation classics. These demonstrable successes in communication
show us the vital role that good writing plays in the transmission of scien-
tific knowledge.

Like many Englishmen, Clive Granger loves to travel. He is a familiar face
and a regular invited speaker at conferences in econometrics, time series,
and forecasting throughout the world. Wherever he goes, he is greeted by
former students and welcomed by admirers of his research. It seems fitting,
therefore, that the interview that follows was recorded away from his home
in March 1996 at Texas A&M University, where we attended a conference
on time series analysis hosted by the Department of Statistics. We met again
in Rio de Janeiro in August 1996, at the Latin American Meetings of the
Econometric Society, and concluded a penultimate version of the transcript
while enjoying a further opportunity to talk econometrics and time series.
Clive Granger’s research has been an inspiration to us all, and it is a plea-
sure and honor to present this conversation with him to a wider audience.

Welcome Clive. Thank you for agreeing to do this interview. In the first
part of the interview, | would like to cover your educational background
and some of the highlights of your career. Can you start by telling us
about your early intellectual interests —at school and at home.

I cannot say I was especially distinguished at anything, except mathematics.
I was always relatively good at mathematics compared to my peers. This got
me promotion in school and advancement to grammar school in Britain,
which was important in those days, and then eventually to university. Other-
wise, I had very wide interests, but nothing that I would say was worth
recording.

Which grammar schools did you attend?

I attended two. They were the Cambridgeshire High School, just outside
Cambridge, and West Bridgford Grammar School in Nottingham.
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Clive Granger, Svend Hylleberg, and Rob Engle in La Jolla, California.

At school, were you already thinking about a career later in life?

I always wanted to use my mathematics, but not to be a pure mathematician.
My hope was to find an area of applied mathematics that was going to be
helpful or useful in some sense. 1 felt that pure mathematics in itself was
rather sterile, being interesting, but not directly useful to people. I consid-
ered a variety of possible application areas and my first thought was mete-
orology. At high school on one occasion, we all had to stand up and
announce what our future career was going to be. In those days I stuttered
a bit, and I stood up and I tried to say meteorology and I could not say the
“m,” so I said statistician because at least I could say the word. That switched
me into becoming a statistician, so stuttering partly determined my future
career.

Almost a self-fulfilling prophesy.
Exactly.

When you went on to university, did you start studying statistics
immediately or did that come later?

No, when I was applying to universities, I was looking at statistics depart-
ments and, of course, mathematics with statistics. Nottingham University,
at that time, was just starting up the first-ever joint degree in economics and
mathematics, and that struck me as a very interesting application. It was
brand new in those days in Britain. And so I applied, even though Not-
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tingham was my home town, and it was always thought a good idea to go
away to another city. I liked the description of the degree because it mixed
two things—one thing I thought I could do, and one thing I thought was
going to be interesting, economics, and I liked very much the people there
in Nottingham. They did not get too many applicants the first year, so I think
that got me into that degree rather easily. So, I went to Nottingham to enter
that joint degree, but at the end of the first year, the Math Department per-
suaded me to switch over to mathematics but to concentrate on statistics. My
idea always was to go back and at some point try to finish off the econom-
ics part of the joint degree, but I never did that formally. Then, when I fin-
ished my math degree at Nottingham, I did a Ph.D. in statistics, but always
with the idea of doing statistics that was useful in economics.

Did they have a statistics unit within the Mathematics Department at
Nottingham?

No.
Just some people who were interested in statistics?

Yes. There were a couple of people there who taught statistics, but they were
really pure mathematicians, just doing service teaching. And there was one
pure mathematician, Raymond Pitt, the professor, who was an extremely
good probability theorist. So between them, I got a rather formal training
in statistics, with no applications of any kind.

So you went into this line of study thinking that there would be a
strong connection with applications, but ended up being more of a math-
ematician by the time you had finished.

Right.

After you completed your degree, you had to steer yourself into appli-
cations. Were you able to do any reading in economics during the
degree? | presume you did a few courses in economics as you went
along?

Yes, but the way it was structured I could only do economics in the first year.
That was rather frustrating, because the economists, though I held them in
very high repute, were not very mathematical. Their discussions were always
in words, which I would then try to rephrase mathematically, but that was
not always that easy, because they did not always understand what I was try-
ing to say and what they were trying to say did not always translate very
clearly, in my opinion. In the first year, as a mathematician, I had trouble
understanding the economists.

So looking back now, what do you think the major influences were on
you during your university education?
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I think I got a very sound, pure mathematics training, but I kept alive the
interest in learning more about economics and applying mathematics and sta-
tistics in economics. The economists there were convinced that the future in
economics lay in the mathematical and quantitative side of the subject, even
though they themselves were not trained in that area. The head of the depart-
ment at Nottingham, Brian Tew, was a brilliant economist, a specialist in
banking and macroeconomics, who was not mathematically trained at all.
He was not a believer in much of macrotheory and held the hope of new
results coming from quantitative studies, particularly econometrics. That is
why he encouraged me always to come back to economics and to apply new
techniques to that area.

They must have thought very highly of you as a student to make the
move of appointing you to a lectureship before you had finished your
Ph.D. How did that come about?

That was a time when the British universities were expanding very rapidly,
and getting an appointment was not particularly difficult. Nottingham had
a new position in mathematics that they advertised, and they asked me
whether [ would apply, even though at that time I was only in my first year
as a graduate student. I was lucky to get this opportunity, but I could hardly
say no to my professor in that circumstance. They wanted me really to pad
out the list of people to choose among. It turned out that they only had two
applicants; the other one was much better qualified than I was but somehow
managed to irritate the Appointments Committee, and so they selected me.
Thus, I was appointed to be a lecturer, totally unqualified in my opinion,
particularly compared to today’s new appointments in universities. But it was
just a chance event because of the high growth rate of British universities at
that time.

So you completed your thesis and lectured in mathematics at the
same time.

Right.
What sort of teaching assignments did you have in the early years?

As I was the only statistician, or official statistician, in the university, I was
supposed to do service teaching for the Mathematics Department. This [ did
and taught in mathematics and for any other group who needed statistics
courses. The only people who actually wanted a service course was econom-
ics, which I provided. The problem initially was that I knew all about Borel
sets and things from my own learning of statistics from Cramer, but I did
not know how to form a variance from data. I mean, ! literally had never
done that when | first started teaching, so I had to learn real statistics as I
went along. I also taught a geometry course and various general courses in
math for engineers and service courses of that type. But the best thing about
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my position there was that I was the only statistician on campus. Faculty
from all kinds of areas would come to me with their statistical problems. I
would have people from the History Department, the English Department,
Chemistry, Psychology, and it was terrific training for a young statistician
to be given data from all kinds of different places and be asked to help ana-
lyze it. I learned a lot, just from being forced to read things and think about
a whole diverse type of problems with different kinds of data sets. I think
that now people, on the whole, do not get that kind of training.

That does sound unusual. Statistics departments now service those
needs with a group of people rather than just one person. So you
encountered many different types of data in this work, not just time
series, which was the main type of data in economics in those days.

Yes.

Did you manage to maintain contact with the Economics Department
during this time?

Yes, although I actually published things in areas other than economics at
that time, material that arose from some of this consulting work.

I gather from what you said a few moments ago that one of the main
books that influenced you was Harald Cramer’s Mathematical Methods
of Statistics?

Yes, that was the book that we used for our course work in probability and
statistics.

Did you have to read it cover to cover?

Pretty well, because my teacher was extremely strong on measure theory, as
that was his major area for research at one time.

After you had been at Nottingham for a few years, you got an oppor-
tunity to go to Princeton. Would you tell us about this?

There were some scholarships available to people from Britain and, in fact,
also Australia, to go to the States, called the Harkness Scholarships of the
Commonwealth Fund. They were fairly competitive, but I was lucky enough
to get one. What they did was allow you to go to the States for a year or even
two years, to choose wherever you wanted to go to and just do nothing but
research for a period. They also gave you money to travel around the States
and you had to guarantee to go back to your own country for several years
afterwards. The idea was to get promising people from these countries to go
to the USA, to understand the country better, and then go back to tell other
people about, from inside as it were, what life was like in the U.S. and the
way the country thought about things and did things. So I wrote to various
places in the U.S., saying I had this scholarship and can I come and do some
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research. I got just two positive responses, one was from the Cowles Com-
mission at Yale and one was from Princeton, from Oscar Morgenstern. Mor-
genstern said, “Come and join our time series project.” As that sounded very
promising, 1 decided to do that. I went to Princeton and the time series
project turned out to be Michio Hatanaka and myself. But we were to study
under John Tukey about spectral analysis. John Tukey had developed uni-
variate and bivariate spectral analysis, and Oscar Morgenstern had been told
by Von Neumann some years previously that Fourier methods should be used
in economics, and Oscar had always wanted to have a project that used
Fourier methods. Tukey had agreed to supervise a couple of people in Mor-
genstern’s group in these methods and so Michio and I were the people des-
ignated to be taught these new methods. That was an extremely rewarding
experience. I have tremendous admiration for John Tukey, intellectually and
personally. We were taught in a very unconventional way. John Tukey was
always unconventional in anything that he did. We would meet once a week
and we would use real data, and he would just tell us to do a certain com-
putation on this data. Michio, who knew more about computing than I did,
would program and do the computation, and I would try and write down the
mathematics of what we were doing. The next week, John Tukey would
interpret the results we got from the computation and then tell us to do some-
thing else, the next computation. And so over a period, we built up this expe-
rience of working with data and interpreting it. At the same time, I was
working out mathematically what we were actually doing, which John was
not explaining.

How remarkable.
It was a very interesting way to learn.

It sounds like a team of rocket scientists, with the head scientist tell-
ing the juniors what to do and the juniors then trying to decipher what
the instructions meant.

Exactly.

That style of directing research is not used much these days, at least
in economics or econometrics.

Well, I think it would not work for every group of people, but John was very
good. I would show him the mathematics and he would agree with me even-
tually, but the problem in the end came out that we wanted to publish this
because it was all very new, particularly the bispectrum or cross-spectrum,
but John Tukey was too busy to actually publish his work, so he just allowed
us to publish it. That is how the book came out. We did refer to him, obvi-
ously, as the originator of all of this area, but we could not wait for him to
publish, because it still would not have appeared. I do not think that he has
ever published his work in this field.
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That, in itself, is rather extraordinary, isn’t it?
Yes.

The Princeton project was an interesting example of successful coor-
dination between people in mathematics and economics departments.

There were a variety of skills that happened to mix fairly nicely in this case.
Michio was a very good economist as well as a good statistician. We all got
along together very well. We did not actually learn much about economics,
in a sense, from the particular example we were working on, but we learned
a lot about spectral analysis. Then, from that, we could move on to do other
experiments and other applications.

A fascinating synergy — bringing people together with different skills
from different parts of the world to achieve something that would not
have been done otherwise. The Cowles Commission was very good at
doing this sort of thing in the 40’s and early 50’s. Did Cowles offer you
anything interesting as an alternative?

No, they just said you are welcome to come.

So, after Princeton you went back to Nottingham. Was that a little
deflating after having been over in the U.S., working on this exciting
research project?

Well, Morgenstern was very nice to me, and I had worked very hard at
Princeton for him. I had done everything he had asked me to do, and, of
course, I was benefiting from it, enjoying it and so on. He invited me back
every summer for three years, and so I did not lose the link with Princeton.
Because of that, Morgenstern and I wrote a book together on the stock mar-
ket, plus some articles. So it was not as though I was cut off from America;
I kept something of a link for a period with both places. I would spend a year
in Nottingham lecturing and then come back to summer in Princeton, which
was not physically all that pleasant, but intellectually it was great, and Michio
was there still. If fact, he was permanently present there.

So that lent some continuity to the project. Did Michio ever get over
to see you in Nottingham?

No.

After getting back to Nottingham, did you find it to be a "lower
energy’’ environment than Princeton?

At Nottingham [ was the only person—the only statistician or econometri-
cian there—and so there was almost no one to talk to. I could do my own
work,and read and so on, but at Princeton there were just dozens of peo-
ple to talk to. David Brillinger was there at that time, as were a number of
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really good econometricians, some students of Tukey, all of whom were
worthwhile for me to interact with, as well as faculty, like Dick Quandt.
There were many people around, including the game theorists.

There was one rather exciting episode that was not really related to econo-
metrics. I do not quite remember the year, but this was the year when the
American President was going to meet with the Russian President for the first
time in many years. Morgenstern was an advisor to Eisenhower on game
theory, and so he came roaring into the department one day saying, “You
have got to learn something about bargaining theory. No one knows anything
about bargaining theory [at least to this point in time}. So drop everything
you are doing.” He called in everybody “to sit down and do nothing but think
about bargaining theory for two weeks, because we must tell the President
what to do when he meets the Russian President to bargain. Because he has
few ideas from a scientific viewpoint.” And so it was rather fun, and we had
some really good game theorists in town, Kuhn and so on. I think Dick
Quandt was also involved. We just had these continuously running seminars
discussing what bargaining was about. It was really exciting because you felt
that if we did something, it might have an impact on world history at some
point.

Rather like the Manhattan Project.
That’s right.
So, did anything come out of it?

No, because the U2 plane incident happened, and then the meeting was can-
celed. In my opinion, we did not discover all that much about bargaining
theory. We got a few basic principles, that sort of thing; we did not get any-
thing very deep. But it was exciting. It was different from what we had been
doing.

Very different. Back in England in the 1960’s, some important things
were happening in econometrics, especially at the London School of
Economics (LSE). You were physically distant from London, but did you
have any contact with the group there?

From my perspective, the main activity was indeed at the LSE. It was rather
an insider—outsider thing. I was very much an outsider, as 1 was not really
included in their activities. I would hear about them, and I would occasion-
ally see something from them. I knew a lot of the people at the LSE, such
as Bill Phillips, Jim Durbin, and Denis Sargan, and later I knew Ken Wallis
and David Hendry. But I was never a close member of that group.

At that stage, they had not started the regular Econometric Study
Group meetings in the U.K., which did help to bring people in economet-
rics together. They started around the time | went to England in 1971.
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Given the separation, did you feel it was a disadvantage being outside
London?

No, I wished I was part of the group in some ways, because then I would feel
more accepted. But, on the other hand, I think there was some advantage
to not being part of the group.

Maintaining your own research agenda and working independently?

Yes. I remember one instance where Paul Newbold and [ had done some
work on spurious regression, a Monte Carlo study, and I gave a talk about
it at the LSE. It was met with total disbelief. Their reaction was that we must
have gotten the Monte Carlo wrong—we must have done the programming
incorrectly. I feel that if I had been part of the LSE group, they might well
have persuaded me not to have done that research at that point.

I wish | had been there at that time! A fascinating story.
Later they became quite strong supporters of that point.

Indeed.

It shows how when people are so convinced that they are right that they have
difficulty accepting the ideas of another person who holds a different
opinion.

| remember that there was a strong negativism about the Box-Jenkins
methodology at the LSE at that time. It was apparent at several of the
Econometric Study Group meetings held there. Whereas up at Essex,
there was a great deal of support for Box-Jenkins modeling methods —
we had seminars on it in the statistics group with Chris Winsten and oth-
ers. Around that time, in 1974, you moved to UC San Diego. Would you
like to tell us how this transition came about?

While [ was at Princeton, one of my friends there was Dan Orr, who was a
graduate student at the time. Eventually, he became the head of the depart-
ment at San Diego, UC of San Diego, and he invited us out for a six-month
visit. We really liked the place, liked it physically and liked the people very
much. Then a couple of years later, he offered me a position there. At that
time, I was getting rather fed up with England for various reasons. I had
been at the same university at Nottingham for all my career. 1 had been an
undergraduate and a graduate and had stayed on up to full professor in the
same university, which is really not that good of an idea, I think. If it were
not for Princeton, I would have been totally inbred. Also, the British econ-
omy was starting to go bad at that point. So I just felt the need for a change
of scene. If you are going to move, you can move 6,000 miles as easily as 60,
really. I mean, once you have packed up, it is not that much different. So
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we decided to go to San Diego for five years and see if we liked it. If we did
not like it, we would return to Britain. Well, after five years, there were no
jobs in Britain. The British economy had really gone bad and there was no
choice to make. We were happy in San Diego at that point, and there was
no alternative, so we stayed on.

But then, five years or so later, a lot of academics were leaving Britain.

Yes, exactly. When I left Nottingham, [ made two forecasts: one was that
the British economy would do less well than the U.S. economy, and the sec-
ond was there would be better weather in San Diego than in Nottingham.
Both forecasts turned out to be perfectly correct. So I was happy about them.

So you were not at all apprehensive about making this big international
move?

Well, as we had visited for six months, we pretty well knew what we were
getting into, because we knew the place and we knew the people. And we had
good friends there. We were a bit apprehensive about some things. The chil-
dren were more worried than we were, in a sense. As far as academic life was
concerned, it clearly was going to be an improvement, I think, over Not-
tingham, but I was sorry to leave Paul Newbold. He and I were getting along
very well and being very productive. Paul actually came to San Diego for the
first year with me when I first went to San Diego. Yes, looking back, there
were some difficulties in transition. But you have to make some adjustments
sometimes.

Were your children in junior, middle, or high school at that time?
I think they were only ages 6 and 10.
That is probably a good stage to be moving with children.

Yes, my daughter was 6, so she moved okay. My son certainly had problems.
He was worried about whether he would fit into the new environment.

San Diego has now turned into a first-rate department with a world-
class econometrics unit. What was it like when you arrived? Can you
give us some thoughts on what has happened in the interim?

Yes, when I arrived it was very quiet in econometrics. John Hooper was
there, who did not publish very much and was not active in research at all.
There were other people there who knew some econometrics but were not
active in the area. So I was not going to a place that was strong in econo-
metrics in the slightest. The group got built up by accident, in a sense. Rob
Engle joined us because he and I were on a committee together for a con-
ference in Washington, and because he happened to be looking for a posi-
tion he just asked me if I knew of somewhere that was looking for an
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Discussing a blank screen in Hawaii.

econometrician, and I said, “Yes, we are.” He came out. We liked him. He
liked us and joined us, and that was a terrific appointment. Then, Hal White
came out as a visitor and again he liked the place very much, and just asked
if there was a position. Again, we were delighted to say yes. And so that,
again, was a terrific appointment. So neither of them were planned. This was
not really empire building in the sense that somebody had a plan and an
ambition to build a group. It just happened.

So destiny determined all these appointments, including your own. In
a sense, they were almost incidental.

Yes, I think the fact that the faculty has stayed together has been more work
than getting things together in the first place. It is clear that there have been
offers for people to move and there have been counteroffers at San Diego,
but the department has been very supportive of the group, and so people
have been content to stay. They have been happy enough in San Diego and
the salary differences are not that much between other offers and San Diego.
And so the fact that we have managed to keep together has been one of the
major reasons that the group looked so strong. There has not been much
movement around. Stability, I think, is important.

And there has been growth and new strength in other areas. You now
have Jim Hamilton, for example.

Absolutely, another very good appointment.
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So, looking back over your career in England and the U.S., how would
you characterize the main differences between the U.S. and the U.K.
systems?

The U.K. system is self-stifling. The more research you do, the more admin-
istration you get to do, because as you get promoted in Britain the more com-
mittees you are put on and the less time you have to do research. Whereas
in the States, there is much more time to do research over the whole year.
Not only do we have teaching assistants to mark our scripts for us, which
is a big help, but we also have research assistants to help us do some of our
computing and data collection or whatever. I can spend a lot more time doing
research in the States than I could in Britain. There are also mare colleagues
to talk to in an American university than in a British university. In a Brit-
ish university, you are lucky to have one other good person. In Nottingham,
for years, I had nobody. Then I had Paul Newbald, which was like night and
day. Having at least one good person to talk to was just terrific. In San
Diego, I have several good people to talk to all the time, plus visitors. The
one negative thing, I think, in the U.S. as compared to Great Britain, is that,
in my experience in Britain, it is easier to talk to people from lots of differ-
ent disciplines over funch, in meetings and different committees. We would
meet and talk about their problems or other inteltectual matters. I do not find
I do this in San Diego. Most departments do not interact very much.
Whether that is just San Diego, I do not know, because I do not have enough
experience in other universities in the States. But it seems to be a pity. I had
expected when [ went to San Diego that I would continue to be involved with
people in other departments, but there is no cross-disciplinary discussion. 1
think that universities will suffer from that.

Is this also the case with the statistics group at San Diego? Have they
been interested in fostering links with the econometrics group?

I think that it is a purely personal matter, depending on who happens to be
in the group at the time. We have had people in the group there who have
been very anxious to link up and do things jointly and other people who have
not. The statistics group there has changed over the years. There is no over-
all plan of any kind.

Sometimes students can help to bring departments together. If there
are good students in the mathematics and statistics departments who
are interested in applications in other areas like economics, that can
bring faculty together if only through joint thesis advising. Have you had
any examples like this is San Diego, students coming over from statis-
tics and mathematics?

I have been on several Ph.D. committees in the Math Department, but they
are all extremely technical probabilistic-type Ph.D.’s, and I can hardly under-
stand even what the topic is, let alone the details of the thesis.
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Let’s move on now to your own research. | want to start by asking
you the unanswerable question that | think everyone would like me to
ask. That is, what is the key to your own success in writing highly read-
able and influential papers over so many years?

I would claim to try and do research that other people find useful. And I
think if I have any ability, it is a good taste in finding topics that I can make
a contribution to and that other people then find interesting.

Some people would call it a nose for the right problem. Do you feel
that instinct operating as you are thinking about problems to work on or
areas to work in?

I am usually working on several problems at once. [ mean, I always have lots
of things that T am thinking about and I will often drop topics that I do not
think other people will find interesting. Even though I might find something
fairly interesting myself, I just do not do it because I have a preference for
topics that will have an impact somewhere. This goes back to my original
idea of doing applicable work as opposed to just things to work on.

So, this is a theme that you have maintained from the time you were
a student at university.

Yes. I do not know why.

Is it personally satisfying to feel that you are still following much the
same trajectory in your research?

Yes, it gives you a kind of focus on things, a viewpoint that allows you to
make decisions.

In the same general vein, what do you find interesting or impressive
about other people’s work?

I find that if I can understand what the purpose of the research is, a simplic-
ity of statement, and if the point being made is very clear cut, a simple point,
then I am impressed by that. I do not mind whether there is a lot of tech-
nique or not in the paper. I am ambivalent about that. What I really want
to see at the beginning is a statement about what is being done and why and
that there is some sort of clear result to which I will say, “Well, that is really
interesting.” That impresses me. I do not like papers that are really compli-
cated and that, in the end, have conclusions that are very complicated. Then
it 1s too difficult for me to work out whether there is anything in there, any-
thing that is worth having.

This is partly a matter of communication and partly a matter of the real
objectives behind research. When you are looking for topics to work on
yourself, do you have a hunch about whether or not something is going
to work out?
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Yes, in fact, often with a lot of the ideas I have, already I have got some intu-
ition about what the final result is going to look like, even before I start
doing any mathematics or writing anything down. It does not always work
out that way, but usually I know what the shape of the article is going to be
before I start. And, from that, I think that I can sell it or not sell it, or work
out whether it is interesting to other people. Quite a lot of the topics [ work
on have arisen from some applied area. So in a sense, if you solve something,
you know that group is going to be interested in the topic. Sort of a ready-
made audience for a solution. But, then again, I think, most people do not
want very complicated answers to their questions. If you can tell them a nice
simple answer, if there is a simple answer, then that is what they want.

Yes, | think that comes aver clearly in empirical research. Peaople like
ordinary least-squares regression, vector autoregression, techniques like
this that are easily used and understaod. A lot of your papers emphasize
ideas and concepts, and although they have technical derivations in
them, you do not ever really dwell on the mathematics. You seem to
want to get through to the useable end-product as quickly as possible.
Ancther feature of your papers is that you have a clear desire to com-
municate what you are doing. Do you feel that that comes naturally or
is that something that you wark hard to achieve in your writing?

I think it is something that I do think about when I am writing, but I also
think that the British educational system does teach you to write fairly well
compared to some other educational systems.

Not to mention any in particular?

Exactly. Certainly, in England, I was forced to write an essay at university
every week for a year or two, so you just get quite good at writing essays,
and that is relevant for writing down fairly clear conclusions. That is not
unimportant.

Scientific communication is difficult partly because it is so multifac-
eted. There are technical concepts, the mathematical development, all
the working processes, the empirical calculations, and then the conclu-
sians. Often, people are encouraged to emphasize the theorems, the der-
ivations, the technical navelty, as distinct from the useable results. | do
not want to dwell too long on this point, but | do think that this is one
feature that distinguishes your work from others. If you can offer any
more insights on your writing, then | think it will be valuable to people.

Partly it is my limitation on technique. My math is okay, but it is not ter-
rific. I do not do a lot of high-powered mathematics, because, in a sense, I
am not that comfortable with it. I can follow it, but I do not necessarily want
to develop it or to bring new mathematics to an area that is already well
developed. I have enough mathematics to survive in what I am doing. I typ-
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ically want to get an idea across, and so I am much more inclined to do it
in terms of simple bivariate cases, and then say we can clearly generalize this,
and let someone else do that. Because once people have got the idea, their
generalization is not all that difficult and you often do not learn all that much
from a generalization. I think it is the first idea that matters. That is what
I am trying to get across.

Do you find that it is useful to stand back from your work and take a
long, hard look at it? Or, to think in general terms about where you are
going rather than the minutiae of working it all out? For example, with
caointegration, there are clearly a lot of details that need to be worked
out. Even the Granger representation theorem is not a trivial thing to
resolve. Is thinking about what you are producing and where you are
going important to you?

No, I just rely on intuition. I just feel there is a result there, and I try to get
most of the result myself and I am comfortable with presenting that and then
letting other peaple do it properly. I would say that I try and get an idea and
then I develop it a little bit and when the mathematics gets too difficult, I
get out and let someone else proceed with it. That is true with the work on
causality, for example. The causality idea is a very simple idea, but it can be
put in a much more mathematical and technical framework, as now has been
done by several people. Now, whether or not we learn much from all that
technical stuff is a different matter.

In mathematics and statistics, some people find that they get a lot of
false starts, spend a lot of time doing something, and nothing comes of
it. Have you found that in yaour wark?

Yes, I was thinking of this the other day. I plant lots of seeds, a few of them
come up, and most of them do not. So, all the time, I have lots of little ideas
I am working on or thinking about, and some I find that I am not going to
get anywhere with, and so [ just drop them. And others seem very promis-
ing and I will dig into those much deeper, read more, and try and find things
that are relevant for it. I do not often get a long way into a subject and then
have to drop it. I typically find out pretty quickly if ] am getting out of my
depth, or if it is not looking very promising.

Do you have any projects that you have been working on or thinking
about for long periods of time like 25 or 30 years and you still have not
solved, that kind of thing?

No, no, I drop things.

Let’'s talk about methodology. As you know, methodology has been
a big topic in econometrics now for a decade or more at conferences and
in the literature. Where do you see us going on this?
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Let me just talk about time series for a moment. In time series, we are get-
ting swamped with different alternative models we can fit. We have got hun-
dreds of different sorts of nonlinear models, for example. We have dozens
of different variations of ARCH model, and so on, as well as long-memory
and short-memory models. Putting it all together, we have got so many dif-
ferent models now that we have to have a methodology of deciding which
part of this group to aim at and use. That is a problem. And, as we get more
computing power and more data, that is going to become more of a prob-
lem, not less of problem, because more and more models are potentially use-
able in a data set. What we are seeing now is different people who have
different favorites just using those favorite models on their data and saying,
“Look guys, it works,” and not doing comparisons. The one advantage we
have in time series is that we can do postsample analysis. We can compare
models using forecasting ability as a criteria, because we can make forecasts
and then compare them to actual observations. So, I think, in forecasting and
in the time series area, provided the postsample is generated by the same type
of mechanism as the sample itself, we do have a pretty clear way of compar-
ing models and evaluating alternatives. Now, let us say this is either not avail-
able or has not been used in other areas of econometrics. For example, you
do not see the same methodology used in panel data work or in cross-section
analyses. I think that the methodology in these areas is in less good shape
than in time series, because they do not have a proper evaluation technigue.
So, there are obviously many problems in methodology in time series, but
at least we do have, in my opinion, a reasonable way of deciding between
maodels.

So you see big differences between microeconometrics and time
series econometrics in terms of the capability to compare and evaluate
different models?

Yes, the criticism that I put to microeconometricians is that they do not
phrase their output in terms of errors from a decision-making mechanism.
They do not say that they are trying to generate a number that is going into
a decision and the decision mechanism will lead to an error, and there is a
cost to such errors and that we can compare different models with the cost
of the error. I am not saying it is easy to do, I am just saying they are not
even thinking in those terms. But we do think in those terms in forecasting
and are hopefully learning by so doing.

Of course, time series analysts have been working for 25 years on
model determination criteria, and we now know a great deal about these
criteria in a time series context. Do you favor a classical statistical
approach to this, or do you see some advantages in the Bayesian para-
digms here?
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I have always told Arnold Zellner I am not a Bayesian because I lack self-
confidence. That is, you have to have enough self-confidence to have a spe-
cific prior on things, and I do not think I know enough about things to have
a specific prior. I may have a general prior on some things. I think that a
good Bayesian, that is, a Bayesian who picks a prior that has some value to
it, is better than a non-Bayesian. And a bad Bayesian who has a prior that
is wrong is worse than a non-Bayesian, and | have seen examples of both.
What I do not know is how do I know which is which before we evaluate the
outcome.

Let's talk more about your personal research now. You have already
told us something about the history of spectral analysis. Is there any-
thing more you would like to say about this? For example, in the 50’s
and 60's, economists were very concerned in macroeconomics about
business cycles and, no doubt, that was one of the driving forces behind
getting into the frequency domain approach.

Well, I think it was. But Oscar Morgenstern was not greatly involved with
business cycles at the time, and it was not emphasized to us when we were
doing it. John Tukey certainly was not thinking about business cycles. He
was thinking about any kind of important frequency band. We were certainly
trying to get away from narrow peaks in the spectrum. We were thinking
about important regions of the spectrum. So we were not thinking about pure
cycles, which some engineers emphasize. We were thinking about whether or
not some band was important. Initially, the work we mostly did involved
interest rates, exchange rates, and stock market prices. We certainly looked
for a business cycle band and seasonal bands and so on, but we were not spe-
cifically looking at the business cycle. And, once we got to the cross-
spectrum, then we did look at the business cycle particularly, because we
considered leading indicators. One way to decide whether or not the indica-
tor was leading was to look at the effect of the phase diagram around the
business cycle frequencies. But, [ think the business cycle was not the driv-
ing force in that. It was really to see whether the decomposition was going
to be useful in some way for interpreting economic data.

So what would you say was the main empirical outcome of your work
at this stage?

Well, the typical spectral shape was the first thing that came out. Whenever
we did a spectrum it looked sort of the same shape, and I felt that was inter-
esting, but dull.

Your paper on the typical spectral shape was published later, wasn't
it? It came out after the book.
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Yes, that was because Econometrica kept it for four years. After two years,
I think, the editor said to me, “It has still not been refereed yet. We think
it must be okay, so we will publish it.”

This paper created the first stylized fact in spectral analysis. Some
authors have been trying to create a second stylized fact by looking at
the spectrum of differenced series. Have you seen any of this wark?

No. I always felt that the cross-spectrum was more important than the spec-
trum, because of the typical spectrum shape. Potentially, we are always inter-
ested in relationships in economics rather than univariate series, and the
cross-spectrum has much richer interpretations. But it turned out, I think,
that the cross-spectrum is not that easy to interpret because of the potential
feedback in models.

Which connects to issues of causality, a second area where you
worked that has had a huge impact on the subject, particularly empiri-
cal work. Would vou like to tell us about the origins of your work on
causality?

It was because of the cross-spectrum. I was trying to interpret the phase dia-
gram. | realized that I needed to know whether or not one series affected the
other or whether or not there was a bidirectional relationship. The interpre-
tation of the phase diagram mattered, whether or not there was a one-way
relationship or a two-way relationship, so I needed a causality-type defini-
tion and test. I attempted to invent such a definition, and was having diffi-
culties in doing that. I had a friend at Nottingham called Andre Gabor,
whom I was working with, and his brother was Dennis Gabor, who was at
Imperial College and who won the Nobel Prize in physics for holography.
A very nice man and a brilliant physicist. I had dinner with him, Dennis
Gabor, one night and he said to me that there is a definition of causality in
a paper by Norbert Wiener, and he gave me a reference. I looked up this
paper and I could not find this definition in the paper. But I had such high
respect for Dennis Gabor that 1 kept reading and reading this paper until
eventually I found that there was a definition in it. What was misleading to
me was that there was a section of the paper with the word causality in the
heading of the section, but the definition was in a later section of the paper.
Anyway, the definition there was the one that is now called Granger causal-
ity or Granger noncausality. That is what I used in the spectral analysis book
to disentangle the bivariate relationship of empirical series and therefore
reinterpret the phrase diagram. As I thought that this was an important con-
cept, I published it separately in a journal called Information and Control.
That article was pretty well ignored, so [ published another article in Econ-
ometrica on this definition, which again was ignored, until Chris Sims came
along with an application of that definition that was very controversial
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because he was discussing a relationship between money and income and
came out with a conclusion that did not suit some people. Then, a lot of
attention was given to the definition. So it was the application that made the
definition well known. Part of the defense of the people who did not like the
conclusion of Chris Sims’s paper was that this was not real causality, this was
only Granger causality. So they kept using the phrase Granger causality,
everywhere in their writings, which I thought was inefficient, but it made my
name very prominent.

Yes, it certainly attracted an enormous amount of attention. How do
you feel now about causality? Do you feel that the operational definition
that we have is the right one and the one that we should be staying
with, or do you have some further thoughts on it now?

I feel that it is still the best pragmatic definition — operational definition. I
feel that when we get to a universally accepted definition of causation, if that
ever should occur, I imagine that this will be part of it but not necessarily
all of it. I think there are more things that need to go in than just this prag-
matic part. The philosophers who have been thinking about causation for
thousands of years initially did not like this definition very much, but in re-
cent years several books on philosophy have discussed it in a much more pos-
itive way, not saying that it is right, but also saying that it is not wrong. 1
view that as supporting my position that it is probably a component of what
eventually will be a definition of causation that is sound. But, all | am wor-
rying about is just a statistical definition that we can go out and apply. Now,
whether we use the word causation or not, I do not care much in a sense. It
is just a word that I used at that stage, and I used it because Wiener had used
it. And, if he can use it, so can 1.

It could easily have been predictability.
Yes, exactly.

Are you happy with the mechanisms that people use to test causal-
ity? [ think that this is surely one of the reasons that it has been so suc-
cessful, that people can build VAR’s and do causality tests on subblocks
of the coefficients so easily.

No, I am not happy about it.
What would you like to see people doing?

The definition is a predictability test, not a test of fit, and so the fact that
your madel fits in-sample does not mean it is going to forecast out of sam-
ple. The test that I push is that you actually build in-sample models with or
without the possible variable, so you have two models, and then you ask
which model actually forecasts the better out of sample, using a comparison
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of forecasts test. That is a true test of the forecasting ability of the models
and the definition is the forecasting definition.

Do you have any recommendations about the forecast horizon to be
used and precisely how to mount the test?

Yes, I use a one-step horizon, that is always a problem and you could dis-
cuss that, and there is always the cost function. Again, we can use least
squares, but that is not necessarily the right cost function. There are several
different tests of how to compare forecasts. There is a test that Lehmann sug-
gested that is quite efficient and easy to use. It is in the Granger-Newbold
book and there are better versions of that test that have appeared more re-
cently, and are rather more complicated, but there are several tests available
to compare forecasts.

That is typically not what people do. People still regularly use VAR's
for testing causality.

I have written a couple of papers saying that I do not like that—for exam-
ple in the Journal of Economic Dynamics and Control in 1980 [5-9] —and
another on advertising and consumption, with Ashley and Schmalensee—
in Econometrica, also in 1980 [60]. Perhaps people do not read those parts
of my papers.

Hopefully, this will direct attention to that work. Can we now talk
about spurious regressions? You mentioned earlier how you spoke about
the paper at the LSE and it got a rather hostile reception. How did your
thinking emerge on that paper?

That arose just because Paul Newbold was trained by George Box and was
an expert in Box-Jenkins techniques. We were just thinking it through. In
the Box-Jenkins way of thinking about things and the balancing in equa-
tions, you cannot usually have two (1) variables and the residuals be (0).
So we realized that there could be a problem, that would explain some of the
things that we were seeing. We were worried that so many papers were being
written in which the Durbin-Watson statistic was not being reported, and
if it was reported then it was extremely low. The R? was high, Durbin-
Watson’s were low and we were worried about what that meant. And so we
thought that this was an interesting problem and so we tried a Monte Carlo
study, a very small Monte Carlo for these days.

But, probably one of the most influential Monte Carlo studies of all
time.

It certainly made a structural change in the literature regarding the way peo-
ple reported their results, anyway.

Yes, there was a big subsequent debate in England about economet-
ric reporting and about the conduct of empirical research that led even-
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Carol Kao, Henry Lin, Jesus Gonzalo, Tae Lee, and Clive Granger.

tually to the notion that it was necessary to report an army of diagnostic
statistics to accompany each regression. The spurious regression paper
gave rise to the alternative idea that if regression equations are in bal-
ance, then something must be happening in order to annihilate the inte-
grated nature of the series. The idea of cointegration. Would you like to
talk now about this idea and how your thinking evolved in this direction?

That was through a discussion with David Hendry. I do not remember where
it took place now, but he was saying that he had a case where he had two
I(1) variables, but their difference was I(0), and I said that is not possible,
speaking as a theorist. He said he thought it was. So I went away to prove
I was right, and I managed to prove that he was right. Once I realized that
this was possible, then I immediately saw how it was related to the formu-
lation of an error correction model and their balancing. So, in a sense, all
the main results of cointegration came together within a few minutes. I mean,
without any proof, at least not any deep proof, 1 just sort of saw what was
needed. The common stochastic trend was an immediate consequence of
what I wrote down. That is the basic way of viewing cointegration, and it
just came from this discussion. Then I had to go away and prove it. That was
another thing. But I could see immediately what the main results were going
to be.

To a certain extent, it must have been clear to many people that this
balancing of successful regression equations with trending data must
hold. Econometricians had long been running regressions in levels that
were clearly nonstationary, yet moving together in some general sense,
and the residuals from these regressions, when plotted, clearly looked
stationary.
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Yes. It is one of these things that, once it was pointed out to people, all kinds
of other things made sense, and I think that is why it was accepted so readily.

An idea whose time had come essentially.

I think it fitin also with economic theory ideas to some extent, such as equilib-
rium in macroeconomics. I am not actually pushing the equilibrium interpre-
tation very strongly, but it sort of fits in with the ideas that macroeconomists
have. [ think macroeconomists at the time were so desperate for something else
todo, and cointegration fitted in very well with what they needed. It explained
all kinds of different regressions that you saw people getting results for. It is also
one of the few things that I have done that is largely uncontroversial. In a sense,
it is uncontroversial because people have accepted it uncritically, and I think
there are things about it which can be criticized, and [ have even tried to do that
in some writings. But people have just sort of taken the whole thing and run with
it. It certainly has been influential.

It is such an enormously useable apparatus. | believe that Box and
Jenkins had a lot to do with this, because prior to Box and Jenkins we
just extracted deterministic trends from series by regression and then
used conventional time series procedures on what was expected to be
stationary residual components. Now, we think about there being an
additional element in the data— stochastic trends —and we need to take
this component into account in empirical regressions. In a way, this line
of thinking would not have emerged if it had not been for the Box-
Jenkins emphasis on differencing the data. You noticed that unless
something special was going on, regressions with undifferenced data
would be spurious.

Right.

This seems to be a case where pinpointing a concept, and naming it,
can be very important. It brings together previous thinking in a creative
synergy, something that would not otherwise have occurred.

I think you are right. This is a case where the pure time series literature and
the pure economics literature came together very nicely to help each other,
So, someone brought up on pure econometrics in those days would not have
taken over the Box-Jenkins ideas. You needed people who were trained in
both areas to see that, to see what they got from bringing them together.

So, if it had not been for the economics community worrying about
this issue, how long do you think it would have been before statisticians
invented cointegration?

Actually, I am really impressed by how statisticians do invent things before
they are applied, so I just do not know the answer to that. I mean, you see
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all kinds of things, like some of the nonlinear methods, being developed
before they are used anywhere. Still I wouldn’t be surprised, for example,
if statisticians had cointegration in some of their data, but they did not know
about it, and they did not look for it.

The Box-Jenkins methodology was essentially univariate, and there
had been no successful attempt to extend it to the multivariate case,
partly because one simply cannot eyeball matrices of correlations.
Because this literature persisted as univariate, | think it was more diffi-
cult for the idea of cointegration to emerge from it.

Yes, although I believe it is mentioned in some early papers by Box and
others.

Let’s talk about long-memory models, which are now a big subject,
especially with regard to stochastic volatility modeling. You wrote an
important paper with Roselyn Joyeux on long-memory models in 1980.
There has been a tremendous amount of subseqguent work. Would you
like to talk about some of the developments?

I think that is a fairly interesting class of models. And, for a long time, I did
not work on the area after the first paper or two, because I did not think
there were any good examples in economics. Some people suggested they had
found examples, but I was not convinced. But, recently we have gotten some
extremely good examples for long memory by using daily returns from spec-
ulative markets and they have significantly positive autocorrelations at lags
up to 2,000, very clear evidence, unbelievable. And we find this for many dif-
ferent speculative markets, commodity markets, stock markets, interest rates,
and so on. There are obviously a number of different models, all of which
produce this same long-memory property. And what I would hope to see next
is some more general discussion about alternative models that have this prop-
erty and then how to distinguish between them. We should not just say that,
because the data has a certain property and the model has a certain property
that the model therefore generated that data. We can often find several mod-
els that have the same property. So I suspect that the next stage in this area
is going to be comparing alternative models, not just fractionally integrated
models, which are the ones that statisticians mostly look at right now. I think
some of the other models might actually be more interesting and make more
economic sense than the fractionally integrated model.

What models do you have in mind?

Well, there are some switching regime models that will do it. Some duration
models that will do it. William Park at North Carolina has a duration model
in which you have shocks coming from a certain distribution, and when they
occur they have a duration attached to them. So they persist for a number
of time periods. You can get for a particular survival probability distribu-
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tion some long-memory processes from these duration models. So it is like
having a news sequence to the stock market, but some news lasts only a few
hours. Other news lasts several days. And some news may last a month. And
if you have the right distribution for the length of the survival of the news,
you can actually get a long-memory process out of it. It is a nice paper.

Yes, | have seen it. It is a cute idea. Again, it depends on a statistical
artifact. Here there is a heavy-tailed distribution generating regimes that
can have very long duration and these are the source of the long mem-
ory. It certainly is another way of looking at it. Your original idea was to
use aggregation.

Yes.

Economics has yet to contribute any useful ideas to the formulation
of models that might be appropriate for long memory in stochastic vol-
atility. [ think we would benefit enormously if there were some relevant
economic model.

I agree totally, One of the differences between models is that forecasting will
be different. I would like to have a theory if possible.

A purely statistical theory that relies on the arrival of heavy-tailed
shocks in determining duration and consequently memory may not be
very useful in practice, say, in forecasting.

Well, it might be possible to look at how many shocks there were in the last
period. I have done it for the MA(1) case and have found there is a slight
improvement in forecastability. You can sometimes work out whether there
had been a shock that had lived in the previous time period and work out
whether another shock could have lived this time. You get a different fore-
casting situation.

Another of your major interests over the years has been nonlinearity,
which, again, is now a very active field. Some economists, for instance,
have been working on deterministic nonlinear models, and you have
worked a lot on bilinear stochastic models. How do you see this subject
emerging in the next few years?

I think bilinear models are not going to have much future. I do not see much
evidence of them helping forecasting, for cxample. Bilinear modeling is a nice
example of a way to generate nonlinearity, where we can also work the math-
ematics out. I think that it is a good example for classrooms and textbooks.
Bilinearity is also useful in working out the powers of certain tests of non-
linearity and linearity, because many tests of linearity have bad power against
it, so it turns out. So it gives an example of the limitations of certain tests
of linearity. I happen to be a strong disbeliever of chaos in economics, 1
should add. I have never seen any evidence of chaos occurring in economics.
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But I think there has been a great deal of misinterpretation of the evidence
they think they have for chaos. I believe that there is a lot of nonlinearity
in economics at the microlevel, but I do not see that we get much of that left
at the macrolevel, after aggregation, temporal, and cross-sectional. There is
not much nonlinearity after aggregation. I think we should look for nonlin-
earities and am pleased we do that. I do not myself have much hope in
achieving very much using aggregate macro-nonlinear models. Interest rates,
I think, are an exception, because these are already a strict aggregate. We can
find nonlinearities there. 1 expect the area where we are going to have the
most nonlinearity is in financial data. There we have a good chance of pick-
ing up something interesting.

We now have a proliferation of different approaches in modeling non-
linearity. We have partial linear models, semiparametric models, general
nonparametrics, neural net models, and wavelet methods, just to men-
tion a few. Do you have any instincts as to which of these are ultimately
going to be the most valuable?

My impression is that they probably are going to fit data quite accurately but
not necessarily going to be of much help in postsample work. I keep going
back to the methodology question of evaluating a model by its postsample
properties. [ have only run one very small experiment, so 1 am giving too
much weight to my own personal experience. We generated some data with
nonlinearities and the simple models picked them up very well and then fore-
cast quite nicely out of sample. But then we ran some data with no nonlin-
earities in it and still found a similar pattern, that is, the method overfitted
in-sample and then forecast very badly out of sample. So my worry is that
simple measures of fit are not going to be a very good way to judge whether
or not these methods are finding anything in-sample, and thus postsample
evaluation is going to be critical to these techniques. Hal White had con-
vinced me from some experiments he has done that the neural net is a very
good way to approximate the nonlinearity in-sample. The problem is that we
cannot interpret any of the coefficients we get from any of these models.
There is no relationship to any economic theory from those coefficients to
anything that we started with. I think what they are mostly useful for is say-
ing, ves, there is some nonlinearity in the data that appears to be of this type.
We should go back and work out where is it coming from, what does it
mean, and so forth.

Overfitting has always been a problem. One can get a model that
looks very good within sample, but when you try to project with it the
good sample period fit affects forecasts in a deleterious way. Overfit-
ting also affects inference, because of the downward bias in the regres-
sion error sum of squares. Time series analysts believe that you need
good model determination methods in order to resolve these issues. In
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this case, the nonlinear factors have to perform well enough to warrant
their inclusion in the model. We need mechanisms like these to narrow
down a wide class of possible alternatives. Do you think that these
methods should be used systematically in nonlinear modeis?

[ have not seen many examples yet. If people are finding good forecasting
results in the stock market, they would not actually be showing them to me,
so [ do not know quite whether I am getting a biased sample of evidence.

If they are successful, we will know about it eventually.

Yes. We have got to do it anyway, so whatever the arguments are, it is impor-
tant to use these techniques on our data to see what we find.

How far do you think we have come with regard to economic fore-
casting in the last two decades?

I suspect that we have not improved very much. It is possible that the econ-
omy itself has got slightly more difficult to forecast, and it is possible that
economic data have deteriorated in quality too. So, if the measurement error
has increased, then our forecasts are going to deteriorate. I think we can
probably look at certain areas and say we may be better at forecasting infla-
tion than we were or something like that, so there are some areas where we
have improved. But other areas are extremely difficult to forecast, like inter-
est rates. [ think that we are not using the evidence from a cross-section of
forecasters effectively. That is, if there are lots of forecasters using differ-
ent techniques, and they are all doing equally badly, or equally well, that tells
us something. I do not know how to phrase that correctly, but, somehow,
if there are people who are basing their forecasts totally on economic theory
and others are basing their forecasts totally on ad hoc methods and other
people are basing their forecasts on Box-Jenkins methods, and they are all
presenting forecasts of equal quality, not necessarily the same forecasts, that
tells us something about the economy, and we have never used that infor-
mation properly, in my opinion. Not only could we combine these in some
way, but maybe there is something to learn about the economy from the suc-
cess or otherwise of different techniques being applied to the data set.

We do know that all of the models that we are using are wrong. So,
if a group of forecasts from very different models and heuristic methods
are all very similar, then it suggests that all those procedures may be
missing out much the same thing, perhaps some critically important
data. In this case, there may be some hope of improving forecasts by
bringing in new data.

Yes, it is always possible.

Like continuous data recording of some form, or the pooling of micro
and macro data.
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Sure. Yes, perhaps replacing series that are explanatory series but slow in
being recorded with other series that are more frequently recorded. For exam-
ple, rather than wait for exports that come in two months late, use some cus-
toms data that are available weekly or something. There are things like this
that you can do to improve the quality of forecasts, but I also think there
are a certain amount of things we are missing in improving quality. [ do not
see at the moment where there is a big breakthrough to be made. I think we
can improve forecasts by doing small things, but at the moment I do not see
how to take a big step.

Your idea of combining forecasts has met with pretty much uniform
approval. |t seems to work because if both models are wrong some con-
vex combination of them may do a little better. Do you have more
thoughts on this, where this idea may be taking us?

Not really. Usually, using optimum weights does not much improve over
using suboptimum weights on that combination. We tried using some non-
linear combinations and we did not find that that helped much either. I am
surprised people have not worried more about multistep forecast combining.
Almost all the work has been on one-step forecasts. The other thing I would
like to see done, and I have not tried this myself, is to combine forecast inter-
vals. If people provide forecast intervals, how do you combine those to get
a combined forecast interval?

Modeling trends is also important in this context, and you have writ-
ten on this topic also. Would you like to share some of your thoughts
with us on this subject?

It has always intrigued me that for many macroseries the trend is clearly the
most important component of the series, even though we do not know how
to define trend, strictly speaking. But it is also the component that we ana-
lyze the least. For a long time we just stuck in a linear trend or some sim-
plistic deterministic trend, and I have always felt that this was a very rich,
unexplored area of time series modeling. In a sense, you have got to get that
bit right to get the rest of the modeling right, because misspecification at one
point always leads to overanalysis of other points. I think one can have quite
complicated, say, nonlinear, stochastic trends but that is a very underdevel-
oped area still. I believe this is an area that will be developed in the next few
years.

Yes, the trend-generating mechanism of accumulating shocks is
essentially a linear operation. One can envisage some richly interesting
alternative possibilities, but finding the right mathematics to do the anal-
ysis is always a major obstacle, isn't it?

Well, the growth processes in stochastic process theory are fairly well devel-
oped and they are quite general.
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Have demographers or others been working on nonlinear stochastic
mechanisms for growth do you know?

I think they have rather specific models.

Trending mechanisms in economics that are presently used seem to
be so simplistic. Ultimately they boil down to the accumulation of tech-
nology shocks and demographic changes, don't they?

Yes.

So we have an impoverished class of economic models and economet-
ric models to address trends. This is an irony given that, as you said, the
trend is the most important visible feature of the series.

Exactly.

Over your career you have worked on a huge variety of topics. Is there
any topic that you have not yet worked on that you would like to work
on in the future?

The area that I want to think about is the whole evaluation process —both
in econometrics and in economics generally. [ want to know how people eval-
uate the theory and how people evaluate a technique and how to value the
model. And I suspect that we are going to need to do that properly to under-
stand whether we are making progress, whether we are developing in the right
direction at all. I think that a lot of literature is losing the viewpoint that we
are here to learn about the actual economy. They are playing games when
they write papers. I would like to see consideration of what the objective of
a piece of work is and then a statement about whether that objective has been
achieved. By stating an objective, you would eventually be able to evaluate
whether that objective has been reached or not in a paper, or in the modei.
We just need to have more thought about proper evaluation procedures,
which may be tied to questions about utility functions and cost functions and
many other things. There are a lot of threads out there that can be drawn
together into a more general way of thinking about evaluation.

There is an accountability issue here, isn’t there, about one’s own per-
sonal research and that of a community of researchers. In some respects
it was resolved under oider regimes like the one that you were involved
in at Princeton and in the early Cowles Commission program of research.
There, a research director took responsibility for a research program,
ensured that it was kept on track, and attracted people in to pursue a
certain set of objectives and research goals. That does not seem to hap-
pen so much these days, does it?

I agree.
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So do you think that this organizational feature is a factor in the prob-
lems that we have been talking about?

Absolutely. And, in fact, I go beyond that. I wish that the economics pro-
fession would be challenged to solve a real problem occasionally, The anal-
ogy I would use is how Kennedy challenged the scientific community to put
an American on the moon by a certain date at a certain cost. That was a spe-
cific challenge to solve all kinds of problems like control theory problems and
rocket theory problems and so forth, to be done within specific time and cost
constraints. And they achieved it. Now, there was enormous benefit to the
economy and the world of technology from so doing. I do not know whether
the economic profession could succeed in such a challenge. Someone should
think of an appropriate challenge to the economics profession. For example,
although I am not actually pushing this as the right question, to lower black
teenage unemployment by 20% in the next eight years. One might ask how
that should be and could be achieved. That is a question that the econom-
ics profession, and perhaps sociologists, could get together and reach a con-
clusion about. In other words, ask, can we solve a problem that is a major
problem in American society? If we cannot do it, then that is a reflection on
the quality of the economics profession. Whatever the outcome, that would
be an interesting project for the whole profession.

This is a fascinating thought. When Kennedy put forward the chal-
lenge to the nation to reach the moon by 1970 it had enormous positive
externalities to society, even though the cost was gigantic. As | see it,
the leaders of the profession have to bear this responsibility. Do you
have any thoughts about mobilizing the leaders or elders of the profes-
sion to give some directive such as the one you have just mentioned?

No, I do not have any hope that they have any interest in doing that. I sus-
pect that they are fully satisfied with the present situation. 1 do not see why
they would find it relevant to enter such a hazardous procedure.

The democratic world may be governed by majority, but it is pushed
along by minorities. In the past, there have been visionary people in our
intellectual community, like Ragnar Frisch, who set forth challenges to
the profession and moved us forward in entrepreneurial ways.

Global warming is an example now of this type of challenge, but the chal-
lenge is not specific. There is a lot of money being put into research on global
warming, but there is no problem to be solved that we are being given. We
have simply been told to do research on global warming.

Econometrics, as we all know, has now grown into an enormous sub-
ject, reaching into every field of economics and assimilating advances
in computing capability in extraordinary ways. This makes designing a
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teaching program and a course sequence in econometrics complex and
difficult. How have you been meeting this challenge at San Diego?

At the undergraduate level we have not done anything special. Our students
are all quite well trained in mathematics and computing, so we just get them
to do a number of statistics courses that we call econometrics, which includes
one hands-on practical course. These courses are not compulsory, but they
are strongly advised. At the graduate level, we have five compulsory econo-
metrics courses, although one of those is linear algebra, which is a necessary
background course. And then we have two or three advanced econometrics
electives, so a student who wants to concentrate on econometrics has a lot
of courses that he or she can take over a period of two or three years. Even
then, we do not cover all the topics by any means. It depends on who is avail-
able and what we are willing to teach that year.

Do you have any mechanism of ensuring that the fundamentals are
covered in the mainline courses, say, by laying out a core curriculum?

Yes, the five compulsory courses include linear algebra and then a basic
course in probability and statistics. Then there are three rather standard
econometrics courses: first of all, regression and then simuitaneous equa-
tions; then, an asymptotics course that Hal White gives; an inference course;
and then I or Rob Engle do a time series course. Right now, every student
has to do an empirical project and around that there are some lectures given
by someone who does microeconometrics. There is thought of another elec-
tive just on microeconometrics. This is not currently being offered but it is
planned.

Do you have any general philosophy about the education of graduate
students in econometrics?

We are so busy teaching them techniques and proofs that they do not really
see enough applications and data. Many of them would benefit, I suspect,
by working with the techniques and with empirical applications of the tech-
niques. I think they learn an awful lot from doing it at the same time. We
do not do enough of it.

What are your own favorite courses to teach and how do you inte-
grate this type of philosophy into your own teaching?

Well, one of my undergraduate courses is on business and economic forecast-
ing. We talk about leading indicators and the recent forecasts of the econ-
omy that have come from macromodels and so on, so I just discuss topical
things with them. I also make then do a real-time forecasting exercise, so that
at the beginning of the quarter they start to forecast something for the end
of the quarter, of their own choice, and at the end of the quarter they can
compare how well their forecasts correspond with what actually happened.
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U.S.-Japan Joint Seminar on Time Series Analysis, Honolulu, Hawaii, January
24-29, 1993: first row — Masanori Okamoto, Ruey Tsay, Emanuel Parzen, Mituaki
Huzii, Yuzo Hosoya; second row —Makio Ishiguro, Katsuto Tanaka, Joseph New-
ton, David Brillinger, Genshiro Kitagata, Yosihiko Ogata; third row —Naoto
Kunitomo, Tohru Ozaki, Yoshihiro Yajima, Masanobu Taniguchi, Will Gersch;
fourth row — Robert Shumway, David Stoffer, Peter Brockwell, Clive Granger, David
Findley; missing — George Tiao.

They actually do learn from performing a real forecasting exercise. [ may say
they get more from that than they get from the course, actually, because they
are forced to think about actual forecasting. Another course I do is on eco-
nomic demographics and population growth, which I do as an applied econo-
metrics course. The students really enjoy that because there are a lot of
surprising facts about the size and growth of populations, interaction
between different aspects in populations, and so on. I discuss a number of
recent empirical studies relating population and economics, the effects of
birth rates on wage rates, and such. There are all kinds of interrelationships
that you can find, and there are some nice examples to talk about. I do not
give that course every year, just occasionally. At the graduate level, I teach
an advanced time series course, but [ do not do much practical work in it.
I discuss certain results, but there is not enough time to do more. Ten weeks
is not really enough to cover all macro-time series analysis these days. And
then I do some advanced topics courses, but they vary from year to year,
depending on what I have been working on recently, and so the topic can
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change. I do not do as much for graduate students in practical terms as I
would like to.

There is a lesson from your undergraduate teaching experience that
students, and maybe researchers too, often perform better and learn
more when their backs are against the wall and they have to deliver. In
the case of your undergraduate course, this was by means of enforced
practical forecasting experience.

They also think that they understand something, but when they have to actu-
ally do it, they realize that they do not understand it as well as they thought
they did, and that may make them understand it better.

It is one thing to say that you can get a man to the moon; it is an
entirely different matter to accomplish it.

Exactly, yes.

That leaves us with thesis advising. You have done a great deal of
advising since you have been at San Diego. Can you tell us about that
experience?

Yes, we have a good steady flow of pretty good students and some very good
students, and I enjoy most of the supervision. I learned something from
Oscar Morgenstern when I was at Princeton. I see every one of my students
every week at a regular time for a short period of 20 minutes or half an hour.
This way it forces them to come in and show me what they have done over
the last week. If they have done nothing, they have to come in and say that
they have done nothing. Most of them are too embarrassed to say that, so
they always have done something. That is just good training for them, to
have done something every week, despite all of the other work that they have
to do, and just keep on producing. This is the key element that accumulates
to something worthwhile at the end of the quarter, and, on the whole, they
like that. Also, the fact that I limit their time means that they make best use
of it, so that they come prepared usually and have some questions and they
do not want to miss the meeting and so on. It is a discipline on them and on
me. I think they benefit more than by having a sort of vague arrangement
of drop-in-when-you-want-to type of statement. I do give them things to read
before the meeting sometimes, and we discuss things. And, of course, if they
give me papers [ will read them. And then, occasionally, for some special
occasion, I will see them other times.

That sounds like a very workable system, similar to the one that | use.
| believe thesis students really do need structure. It is no good saying you
are going to see them from time to time and leaving it to them to call in
and report.

Exactly.
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What general advice do you have for graduate students coming into
economics and thinking about doing econometrics?

I am firm in the belief that they must remember that the objective of all these
exercises is to learn about the actual economy. And that they should study
real data along with the theory. I have always found I learn a lot from look-
ing at data and trying methods out on data. Again, when a method that
should work doesn’t, you have to ask why it did not work. So you go back
and find out why and sometimes that improves the method a lot. It is this
interaction between theory and application that I think generates better
research.

This is the keep-your-feet-on-the-ground part of their education.
Yes.

What about reading? You have mentioned books that were important
to you. Do you think that it is important to make sure that gaps in stu-
dents’ learning are filled by pointing them to literature that they may not
yet have read?

Yes, [ am always doing that. [ am trying to keep up with journal articles and
books that I am aware of and I am always lending my books out to gradu-
ate students. I think one of the main jobs of a supervisor is to be aware of
what students should be reading, because they have little idea where to start.
The whole search procedure to them is just a mass of material, whereas we
on the whole are experienced enough to know how to filter that material out
into the good and the not-so-good. I spend quite a lot of time looking up
things and being aware of good papers and interesting articles and books,
and then telling my students about them.

Do you want to talk about books that have influenced you, like the
Davis book?

Yes. The reason I first did work in time series analysis was that I had decided
to do a Ph.D. in the area of statistics that was going to be relevant for eco-
nomics. As I knew just enough that most economic data was time series back
in the mid-1950’s, 1 went to the library and there was only one book there
on economic times series. This was by H.T. Davis, A Course on Economic
Times Series. It is a Cowles Commission book. From this fact, that this was
the only book, I knew that there must be something that I could do, as it
seemed to be a wide open field. Davis had written in 1942 or thereabouts,
the early 1940’s. That was why [ choose the area of economic time series to
study. Now it turned out that the Davis book was a very advanced book for
the early 1940’s. It had the beginning of spectral analysis in it for one thing,
plus some quite interesting work on autocorrelations. It was an excelient
book for its age and one that does not get sufficient credit. So that certainly
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was important to me in those days. I mean, then there were just a few econo-
metrics books out and most had no time series in them. It was certainly
before Box and Jenkins, so there really was not a great deal else to read at
that time.

There was the book by Maurice Bartlett on stochastic processes. This
gives a very readable introduction to stochastic processes but, in fact,
is mainly about time series. Apparently, this book had a major impact on
the education of many British statisticians and did so even prior to its
publication because Bartlett’s notes were widely available in Britain long
before the book appeared in 1955. There was another time series book,
by Quenouille, called Multiple Time Series, that appeared around 1958.
it was a short book, but had a great deal in it.

Yes, I thought that was way advanced, well ahead of its time, as well. That
was before Box and Jenkins, and it had a lot of material on multivariate time
series. It was fascinating. It also had the jackknife in it, but it was not called
by that name.

The next important book on time series was a little book that had a
big impact—Peter Whittle’s book on prediction and regulation.

That was an interesting book, but annoying because he would get to a cer-
tain point and then would not go to the next logical step. So, for example,
in his book, he never proved that one-step forecast errors were white noise,
which strikes me as one of the major properties of optimum forecasts.

That raises the big question of what models you should be using for
multiperiod forecasts. Do you have any thoughts on that? Whether you
should be using different models for multiperiod ahead forecasts from
one-period ahead forecasts?

I have come to the conclusion that for nonlinear models, we should build dif-
ferent models for each horizon. I do not see building a one-step nonlinear
mode] and then trying to iterate that out to multistage, because you will just
have misspecified the models. Even if you do not misspecify the multistep
model, forecasts are difficult to find, but with the misspecified one-step
model you know you are going to get awful forecasts in the multistep. So,
I would rather build a different nonlinear model for each step, and then use
these to forecast. The linear case is less clear, whether there is an advantage
to building one-step and then just keep iterating out or whether to build dif-
ferent models for each one. I do not really hold a position on that.

| have found in some of my practical work that if you use model selec-
tion in multiperiod ahead forecasts you might include some trends or lags
that you would not have included if you were just looking one-period
ahead. Coming back to Peter Whittle's book, | wonder whether he felt
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that just doing the Wold decomposition was enough to make the point
about one-step forecast errors being uncorrelated.

Yes, 1 suppose so.

Let’s move on to talk about some other matters. Would you like to
describe a typical working day scenario to us? Do you work at home, in
the office, or both? How you carry your work back and forth, that sort
of thing?

I live very near campus, but I drive in. I go into work fairly early, by eight
usually, and I do my best work in the morning on campus. I am more awake
in the mornings than in the afternoons. I always have a rest after lunch,
about half an hour, something again I learned from Oscar Morgenstern. In
the afternoon, I usually do some sort of office work or administration, what-
ever I need to do. And I try to put an hour aside to do some sort of exer-
cise, so I go for a walk in the winter in the park or on the beach. In summer,
I body surf, not every day, but most days. In the evenings I do a couple of
hours of refereeing or just reading things or papers that people have given
me to look at, not deep work, but things that have to be done. I am in the
habit of never working on a Saturday. I feel that I need one day a week that
I do not think about anything academic. On Sundays, I do not have any real
sort of regular agenda. I often do things on Sunday, but I usually work at
home.

What form does your rest take at lunchtime? You said that Morgen-
stern set an example there for you.

I actually have a chair that I can sleep in, a tip-back chair.
Do you turn the telephone off?

Yes, and a sign on my door saying, “Go away,” or something.
Can you nap for an hour?

Half an hour, yes. Twenty minutes sometimes.
Winston Churchill used to do that.

I know. I once asked a doctor about it, and he said it is a good idea. If your
body says in needs it, then do it. And I really feel a lot better in the after-
noon by having done it. I do not see any social reason why we should not
do it. If other people let you do it, then do it.

We have covered a lot of ground already. But | think there are one or
two important matters left. For instance, what directions would you like
to see the econometrics profession take in the next decade?

It is clear that panel data work is going to become more and more impor-
tant and then I think it will bring together different parts of present-day



ET INTERVIEW 289

econometrics in a useful way. We need to rethink the way we are analyzing
panels now to incorporate the new panels which have long time series aspects
to them. I think that would be exciting. I would like to see much more use
of relevant economic theory in model building. Some of this we have been
talking about in the econometrics profession for thirty years. I am worried
by the fact that the Econometric Society includes both economic theorists and
econometricians and that in their meetings the two sides never talk —or vir-
tually never talk. There are very few joint sessions involving both theorists
and econometricians. The econometricians keep asking for fully formulated
dynamic models, and we do not get them properly specified and so we are
forced to go back to building our models using ad hoc techniques. There is
plenty to do in terms of improving the quality of the research and the qual-
ity of the models in econometrics. Whether that will happen, I am not so
sure.

I wonder if the NSF could devise some scheme whereby, instead of
giving individual researchers money, they went back to a system in
which they supported a group of researchers and insisted on there being
complementarity in the group so that it involved both theorists and econ-
ometricians. These groups would have to design a coherent research
program that would be evaluated for support. If there was enough
money involved, then presumably there would be sufficient incentive for
research teams to get together, much the same way as the original
Cowles Commission researchers did or the Princeton team did, to design
longer term projects that set some real goals and challenges in econom-
ics and econometrics and force some interaction between theorists and
econometricians.

I think that would be a good idea. There has been a slight move in the direc-
tion of trying to bring econometrics groups and statistics groups together.
I am not sure how successful that has been. We tried to put in for some of
these grants, but they were trying to solve multiple problems. They were not
for specific problems, they were for large problem areas really. And they also
wanted a lot of teaching and conferences organized and efforts to include
minorities, so there were a lot of other things involved — baggage in a sense —
going along with the general idea of a team work. They did not seem quite
ready to specify closely enough what was wanted.

The NBER has tried over many years to sponsor activities that are of
a much more specific nature and, in doing so, has brought together
smaller groups of researchers for conferences. But | do not think that you
see much of this carrying over into research programs, which is what
happened in earlier eras like that at Princeton, Yale, and Chicago. | think
that the profession as a whole would benefit greatly from this.

Yes, so do I.
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Because Americans often respond best to financial incentives, it
seems to me that the only way to get this going in North America is to
organize it formally through the funding institutions, like the NSF.

It is happening a little bit in Europe. There are a couple of places that have
groups studying nonlinear methods—for example, at Cambridge and at
Aarhus. They have visitors come for periods to link in with the local peo-
ple. Whether it is going to work, I do not know, but there are attempts to
have a common interest. But, again, I think these could be focused more
sharply. Nonlinearity is still too wide an area.

Looking back over all of your own work, what personal favorites do
you have among your papers and the topics that you have written on?

I am going to mention two that we have not talked about, which I really
enjoyed doing. One was on aggregation, an area where I have always found
results that were both surprising and easy to get, which is a combination that
I really appreciate. One paper appeared in ET. The results suggested that
micromodeling could miss a feature that, when you aggregate up to the mac-
rolevel, became the dominant feature, and this could explain why sometimes
the microtheory did not help the macrotheory. That work has been rather
ignored until recently, and there are now workers in Italy and Belgium using
it. It was just one of these papers where you get the idea, and you can sit
down and write it in a few days, really enjoy doing it, and then it gets pub-
lished. The other area I enjoyed working on was some years ago at Not-
tingham, where we did some pricing research in supermarkets. We actually
got permission in some supermarkets to change the prices on the shelves of
certain goods and observed how demand changed. We could plot demand
curves of these commodities and then fit various functions to these demand
curves. What I enjoyed about it was that generating your own data some-
how is more interesting than just reading data that comes off a computer
tape, because you really see how it was done and what the problems were.
You knew everything about that data set. I can recommend to people occa-
sionally that they consider just going and asking someone for data or find
their own data set. I feel that economists are not inclined to do that now.
Economists do not ever think in terms of that type of real-life experiment.
I am not sure that is true, but that is my impression.

They had a similar scheme at Essex University in the late 1960’s and
early 1970's in the university shop. The economists came in and were
allowed to set up a differential pricing scheme according to the time of
day, to try to encourage people not to shop at rush hour. Apparently, the
consumers hated it because of the time delays in purchasing. Perhaps,
it would work better now in these days of scanners and computerized
pricing.
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We also once helped with an electricity time-of-day pricing scheme. It was
an experiment done on the East Coast, but we were involved in analyzing the
data, and that was also interesting. That was where they were trying to
increase off-load demand for electricity by changing the time-of-day price of
electricity. That worked very well, and people did not seem to mind that par-
ticularly. Because you could heat your pool at off-peak hours and there were
no problems essentially, just maybe some planning. Yes, I think it is rather
fun organizing a survey and organizing experiments sometimes.

They do this extensively in many of the other social sciences.

There are other experimental economists who do experiments within labs,
which is also interesting work, but I feel that the real world is also particu-
larly good for experiments. It is not all that expensive to do. You just need
to go out and find someone who will let you do it.

Just a thought about the presentation of data. Have you thought of
other ways of presenting data rather than simply as graphical time
series? Some thoughts come to mind that include audio as well as visual
effects and color video graphics. With modern computing technology,
some of these possibilities present themselves and | think that, on the
whole, as a profession, we are generally a little bit behind the times in
this respect. Do you have any thoughts on this?

Certainly in time varying parameter models we could make some good video
images. No, I have not done it.

Some experimental economists have been using audio effects to
reveal data, as well as visual imaging. As market trades occur and prices
go up, they change the pitch of the sound that records the transaction.
It is really remarkable to me that the ear can pick up changes, subtle
changes, that you might not notice so much on a graph.

No, I have not done that.

One final question. What is there left to accomplish after having done
so much and having written so many papers over the years?

I have not got many plans. I have got a couple of books I want to write, but
they are in their early days yet. I am currently working on a project model-
ing the deforestation process in the Amazon, based on a large panel data set.
That has been very interesting because the data set, although it is mostly of
good quality, still has lots of problems. It is inherently difficult to measure
anything in a place like the Amazon, and this is on fairly large areas. So we
have to do all kinds of robust estimation. I really learned quite a bit about
data handling from that project, and we are applying for some more funds
to continue work on this. If successful, that will be my project in the next
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couple of years, and then once I have started on panels I might as well con-
tinue on them as that is a worthwhile new area for me.

Thank you very much, Clive.

Thank you.

PUBLICATIONS OF CLIVE W.J. GRANGER

BOOKS
1964

1. With M. Hatanaka. Spectral Analysis of Economic Time Series. Princeton, New Jersey:
Princeton University Press. (French translation, Analyze spectrale des series temporelles en
economie, Dunod, Paris, 1969.) Designated a “Citation Classic” by the publishers of Cita-
tion Review, 1986.

1970

2. With O. Morgenstern. Predictability of Stock Muarket Prices. Lexington, Massachusetts:
Heath.

3. With W.C. Labys. Speculation, Hedging and Forecasts of Commodity Prices. Lexington,
Massachusetts: Heath. (Japanese edition, 1976).

1974

4. Editor and author of three chapters. Trading in Commodities. Cambridge, England:
Woodhead-Faulkner, in association with [nvestors Chronicle. (Republished in Getting Started
in London Commodities, Investor Publications, London, 1975; third edition, 1980; fourth
edition, 1983).

1977

5. With P. Newbold. Forecasting Economic Time Series. San Diego: Academic Press. (Sec-
ond edition, 1986.)

1978

6. With A.P. Andersen. An Introduction to Bilinear Time Series Models. Gottingen: Vanden-
hoeck & Ruprect.

1980

7. Forecasting in Business and Economics. New York: Academic Press. (Second edition, 1989;
Chinese translation, 1993; Japanese translation, 1994.)

1990

8. Modelling Economics Series: Readings in Econometric Methodology. Oxford: Oxford Uni-
versity Press.

1991

9. Edited with R. Engle. Long Run Economic Relationships: Readings in Cointegration. Ox-
ford: Oxford University Press.



10.

12.

13.
14.

15.

18.
19.

20.

21.

22.

23.

24.

25,

ET INTERVIEW 293

1993

With T. Terasvirta. Modelling Nonlinear Dynamic Relationships. Oxford: Oxford Uni-
versity Press.

PAPERS

Time Series Analysis and Forecasting

1957
. A statistical model for sunspot activity. Astrophysical Journal 126, 152-158.
1961
First report of the Princeton economic time series project. L'Industria, 194-206.
1963

Economic processes involving feedback. /nformation and Control 6, 28-48.

The effect of varying month-length on the analysis of economic time series. L Industria,
41-53.

A quick test for serial correlation suitable for use with non-statjionary time series. Journal
of the American Statistical Association 58, 728-736.

1966

. The typical spectral shape of an economic variable. Econometrica 34, 150-161.

1967

. New techniques for analyzing economic time series and their place in econometrics. In

M. Shubik (ed.), Essays in Mathematical Economics (in Honor of Oskar Morgenstern).
Princeton, New Jersey: Princeton University Press.

Simple trend-fitting for long-range forecasting. Management Decision Spring, 29-34.
With C.M. Elliott. A fresh look at wheat prices and markets in the eighteenth century.
Economic History Review 20, 357-365.

1968

With A.O. Hughes. Spectral analysis of short series— A simulation study. Journal of the
Royal Statistical Society, Series A 131, 83-99.

With H. Rees. Spectral analysis of the term structure of interest rates. Review of Economic
Studies 35, 67-76.

1969

With J. Bates. The combination of forecasts. Operational Research Quarterly 20,
451-468.

Prediction with a generalized cost of error function. Operational Research Quarterly 20,
199-207.

Spatial data and time series analysis. In A.J. Scott (ed.), Studies in Regional Science.
London: Pion.

Testing for causality and feedback. Econometrica 37, 424-438. (Reprinted in Rational Ex-
pectations, R.E. Lucas & T. Sargent (eds.), University of Minnesota Press, Minneapolis,
1981.)



294 ET INTERVIEW

26.

27.

28.

29.

30.
31

32.

33.

34.

35.

36.

37.

38.

39.

40.

4]1.

42,

1971

With A.O. Hughes. A new look at some old data: The Beveridge wheat price series. Jour-
nal of the Royal Statistical Society, Series A 19, 413-428.

1972

Random variables in time and space. In Proceedings of the ARPUD 70 Conference on
Regional Planning. Dortmund. (In German.)
With D. Orr. Infinite variance and research strategy in time series analysis. Journal of the
American Statistical Association 67, 275-285.

1973

Causality, model building and control: Some comments. In Proceedings of the IEEE Con-
Jerence on Dynamic Modelling and Control of National Economics, pp. 343-355. London:
Institute of Electrical Engineers.

With P. Newbold. Evaluation of forecasts. Applied Economics 5, 35-47.

Statistical forecasting — A survey. Surrey Paper in Economics, No. 9, January 1973.

1974

With P. Newbold. Experience with statistical forecasting and with combining forecasts. Jour-
na! of the Royal Statistical Society 137, 131-165.

On the properties of forecasts used in optimal economic policy decision. Journa! of Pub-
lic Economics 2, 347-356.

With P. Newbold. Spurious regressions in econometrics. Journal of Econometrics 2, 111-
120.

1975

Aspects of the analysis and interpretation of temporal and spatial data. The Statistician 24,
189-203.

With P. Newbold. Forecasting economic series — The Atheists viewpoint. In G.A. Renton
(ed.), Modelling the Economy, pp. 131-147. London: Heinemann.

1976

With P. Newbold. Forecasting transformed variables. Journa! of the Royal Statistical Soci-
ety, Series B 38, 189-203.

With M. Morris. Time series modelling and interpretation. Journal of the Royal Statisti-
cal Society, Series A 139, 246-257.

With P. Newbold. The use of R? to determine the appropriate transformation of regression
variables. Journal of Econometrics 4, 205-210.

1977

Comment on “Relationship—and the Lack Thereof —between Economic Time Series, with
Special Reference to Money and Interest Rates,” by David A. Plerce. Journal of the Amer-
ican Statistical Association 22-23.

With P. Newbold. Identification of two-way causal models. In M. Intriligator (ed.), Fron-
tiers of Quantitative Economics, vol, 111, pp. 337-360. Amsterdam: North-Holland.
With P. Newbold. The time-series approach to econometric model building. In New Meth-
ods in Business Cycle Research, pp. 7-22. Minneapolis: Federal Reserve Bank.



43.

44,

45.

46.

47.

48.
49.
50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

ET INTERVIEW 295

1978

Forecasting Input-Output Tables Using Matrix Time Series Analysis. Working paper, Sta-
tistics Department, Australian National University, Canberra.

Some new time series models. In Proceedings of the SIMS conference: Time Series and Eco-
logical Processes. Philadelphia: SIAM.

On the synthesis of time series and econometric models. In D. Brillinger & G. Tiao (eds.),
Directions in Time Series, pp. 149-167. Ames, lowa: Institute of Mathematical Statistics.
With A.P. Andersen. On the invertibility of time series models. Stochastic Processes and
Their Applications, 87-92.

With A. Andersen. Non-linear time series modelling. In D.F. Findley (ed.), Applied Time
Series Analysis, pp. 25-38. New York: Academic Press.

1979

Nearer normality and some econometric models. Econometrica 47, 781-784.

New classes of time-series models. The Statistician 27, 237-253.

Seasonality: Causation, interpretation and implications. In A. Zellner (ed.), Seasonal Anal-
ysis of Economic Time Series, pp. 33-40. Economic Research Report ER-1, Bureau of the
Census.

Some recent developments in forecasting techniques and strategy. In O. Anderson (ed.), Pro-
ceedings of the Institute of Statisticians Cambridge Forecasting Conference: Forecasting.
Amsterdam: North-Holland.

With R. Ashley. Time series analysis of residuals from the St. Louis model. Journa! of Mac-
roeconomics 1, 373-394.

With A. Anderson, R. Engle, & R. Ramanathan. Residential load curves and time-of-day
pricing. Journal of Econometrics 9, 13-32.

With R. Engle, A. Mitchem, & R. Ramanathan. Some problems in the estimation of daily
load curves and shapes. In Proceedings of the EPRI Conference.

With H.L. Nelson. Experience with using the Box-Cox transformation when forecasting
economic time series. Journal of Econometrics 9, 57-69.

1980

Long-memory relationships and the aggregation of dynamic models. Journa! of Economet-
rics 14, 227238,

Some comments on “The Role of Time Series Analysis in Econometrics.” In J. Kmenta &
1.B. Ramsey (eds.), Evaluation of Econometric Models, pp. 339-341. New York: Academic
Press.

“Spectral Analysis” entry. In Handworterbuch der Mathematischen. Berlin: Gabler. Wirt-
shaftswissenschaften, vol. II. (In German.)

Testing for causality, a personal viewpoint. Journal of Economic Dynamics and Control
2, 329-352.

With R. Ashley & R. Schmalensee. Advertising and aggregate consumption: An analysis of
causality. Econometrica 48, 1149-1168.

With R. Joyeux. An introduction to long-memory time series. Journal of Time Series Anal-
ysis 1, 15-30.

1981

The comparison of time series and econometric forecasting strategies. In J. Kmenta & J.B.
Ramsey (eds.), Large Scale Macro-Econometric Models, Theory and Practice, pp. 123-128.
Amsterdam: North-Holland.



296 ET INTERVIEW

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

717.

78.

79.

Some properties of time series data and their use in econometric model specification. Jour-
nal of Econometrics 16 (supplement, Annals of Econometrics, edited by G.S. Maddala),
121-130.

1982

Acronyms in time series analysis (ATSA). Journal of Time Series Analysis 3, 103-107.

1983

Comments on “The Econometric Analysis of Economic Time Series,” by Hendry and Rich-
ard. International Statistical Review 51, 151-153.

Forecasting white noise. In A. Zellner (ed.), Applied Time Series Analysis of Economic Data,
pp. 308-314. Washington, D.C.: U.S. Government Printing Office.

Generating mechanisms, models and causality. In W, Hildenbrand (ed.), Advances in Econo-
metrics. New York: Cambridge University Press.

With A. Weiss. Time series analysis of error-correction model. In S. Karlin, T. Amemiya,
& L.A. Goodman (eds.), Studies in Economeltrics, Time Series and Multivariate Statistics,
in honor of T.W. Anderson, pp. 255-278. New York: Academic Press.

1984

With R. Engle. Applications of spectral analysis in econometrics. In D. Brillinger & P.R.
Krishnaiah (eds.), Haendbook of Statistics, vol. 3: Time Series and Frequency Domain,
pp. 93-109. Amsterdam: North-Holland.

With R. Engle & D. Kraft. Combining competing forecasts of inflation using a bivariate
ARCH model. Journal of Economic Dynamics and Control §, 151-165.

With F. Huynh, A. Escribano, & C. Mustafa. Computer investigation of some non-linear
time series models. In Proceedings of the Conference on Computer Science and Statistics.
Amsterdam: North-Holland.

Edited with R. Ramanathan. Improved methods of combining forecasting. Journa! of Fore-
casting 3, 197-204.

With K. Train, P. Ignelzi, R. Engle, & R. Ramanathan. The billing cycle and weather vari-
ables in models of electricity sales. Energy 9, 1061-1067.

With M. Watson. Time series and spectral methods in econometrics. In Z. Griliches & M.D.
Intriligator (eds.), Handbook of Econometrics, vol. 2, pp. 980-1022. Amsterdam: North-
Holland.

With A. Weiss. Rational Autoregressive Models. Working paper, University of California
at San Diego.

1985

With R. Ramanathan & R. Engle. Two-step modelling for short term forecasting. In D.W.
Bunn & E.D. Farmer (eds.), Comparative Models for Electrical Load Forecasting,
pp. 131-158. New York: Wiley and Sons. (Russian translation, 1988).

With R. Ramanathan, R. Engle, J. Price, P. Ignelzi, & K. Train. Weather normalization
of electricity sales. In Proceedings of the EPRI Dallas Conference, “Short-Run Load Fore-
casting.” EPRI publication FA-4080.

With R. Robins & R. Engle. Wholesale and retail prices: Bivariate time series modelling with
forecastable error variances. In E. Kuh & R. Belsley (eds.), Model Reliahility, pp. 1-16. Cam-
bridge, Massachusetts: MIT Press.

1986

Developments in the study of co-integrated economic variables. Oxford Bulletin of Economics
and Statistics 48, 213-228. (Special issue on economic modelling with co-integrated variables,)



80.

81.

82.

83.

84.
85.

86.

87.

8.

89.

90.
91.

92.
93.

%4,

95.

96.

97.

98.

99.

ET INTERVIEW 297

With R. Engle, J. Rice, & A. Weiss. Semi-parametric estimates of the relation between
weather and electricity demand. Jowrnal of the American Statistical Association 81, 310-320.
With J. Horowitz & H. White. The California Energy Data Bank. UERG California Energy
Studies report, Berkeley.

1987

Are economig¢ variables really integrated of order one? In I.B. MacNeill & G.J. Umphrey
(eds.), Time Series and Econometric Modelling, pp. 207-218. Dordrecht: D. Reidel Publishing.
Four essays for the New Palgrave Dictionary of Economics, 1. Eatwell, M, Milgate, & P.
Newman (eds.). London: Macmillan (Causal inference, vol. 1, pp. 380-382; Forecasting,
vol. 2, pp. 396-398; Spectral analysis, vol. 4, pp. 435-437; Spurious regressions, vol. 4,
pp. 444-445).

Implications of aggregation with common factors. Econometric Theory 3, 208-222.
With R. Engle. Dynamic model specification with equilibrium constraints: Co-integration
and error-correction. Econometrica 55, 251-276.

With C.-M. Kuan, M. Mattson, & H, White. Trends in unit energy consumption: The per-
formance of end-use models. Energy 14, 943-960.

With P. Thomson. Predictive consequences of using conditioning on causal variables. Eco-
nomic Theory 3, 150-152.

1988

Causality, cointegration and control. Journal of Economic Dynamics and Control 12 (2/3),
551-560.

Causality testing in a dceision science. In B. Skyrms & W.K. Harper (eds.), Causation,
Change and Credence, pp. 3-22. Dordrecht: Kluwer Publishers.

Comments on econometric methodology. Economic Record 64, 327-330.

Introduction to Stochastic Process Having Equilibria as Simple Attractors: The Markov Case.
Working paper 86-20, University of California at San Diego, Economics Department,
Models that generate trends. Journal of Time Series Analysis 9, 329-343.

Some recent developments in a concept of causality. Journal of Econometrics 39, 199-
212,

Where are the controversies in econometric methodology? In Modeling Economic Series, in-
troductory chapter. Summary given at the Econometrics Workshop, Camp Arrowhead, 1988.
With R. Engle. Econometric forecasting — A brief survey of current and future techniques.
In K. Land & S. Schneider (eds.), Forecasting in the Social and Natural Sciences, pp. 117~
140. Dordrecht: D. Reidel Publishing.

1989

Combining forecasts — Twenty years later. Journal of Forecasting 8, 167-174. (Special issue
on combining forecasts.)

With R, Engle & J. Hallman. Combining short and long-run forecasts: An application of
seasoned co-integration to monthly electricity sales forecasting. Journal of Econometrics
40, 45-62.

With T.-H. Lee. Investigation of production, sales and inventory relationship using multi-
cointegration and nonsymmetric error correction models. Journal of Applied Economet-
rics 4, S145-S159.

With H. White & M. Kamstra. Interval forecasting: An analysis based upon ARCH-quantile
estimators. Journal of Econometrics 40, 87-96.



298

100.
101.
102.
103.

104,

105.

106.

107.
108,
109.

110.

111.
112.

113.

114.

115.

116.

117.

118

119,

ET INTERVIEW

1990

Aggregation of time series variables — A survey. In T, Barker & H. Pesaran (eds.), Disag-
gregation in Econometric Modelling, pp. 17-34. London: Routledge.

Some recent generalizations of cointegration and the analysis of long-run relationship.
Caudernos Economics (Madrid) 44, 43-52. (Translated into Spanish.)

With R. Engle, S. Hylleberg, & S. Yoo. Seasonal integration and co-integration. Journal!
of Econometrics 44, 215-238.

With T.H. Lee. Multicointegration. In T. Fomby (ed.), Advances in Econometrics, vol. 8,
pp. 17-84. Greenwich, Connecticut: JAI Press.

With H. Urlig. Reasonable extreme bounds. Journal of Econometrics 44, 159-170.

1991

Developments in the nonlinear analysis of economic series. Scandinavian Journal of Eco-
nomics 93, 263-276.

Reducing self-interest and improving the relevance of economics research. In D. Prawitz,
E. Skyms, & P. Westershal (eds.), Proceedings of the 9th International Conference of
Logic, Methodology and Philosophy of Science, Uppsalu, Sweden, pp. 763-788. Amster-
dam: Elsevier.

Time series econometrics. In D. Greenaway et al. (eds.), Companion ro Contemporary Eco-
nomic Thought, pp. 559-573. London: Routledge.

With J. Hallman. Long memory processes with attractors. Oxford Bulletin of Economics
and Statistics 53, 11-26.

With J. Hallman. Nonlinear transformations of integrated time series. Journal of Time
Series Analysis 12, 207-224.

With H.S. Lee. An introduction to time-varying parameter cointegration. In P. Hackl &
A. Westlund (eds.) Economic Structural Changes, pp. 139-158. New York: Springer-Verlag.

1992

Evaluating economic theory. Journal of Econometrics 51, 3-5. (Guest editorial.)
Forecasting stock market prices— Lessons for forecasters. Internationa! Journal of
Forecasting 8, 3-13.

Comments on two papers concerning Chaos and Statistics by Chatterjee and Yilmarz and
by Berliner. Statistical Science 7, 69~122,

With M. Deutsch. Comments on the evaluation of policy models. Journal of Policy Mod-
elling 14, 497-516. (Reprinted in Testing Exogeneity, edited by N.R. Ericsson & J.S. Irons,
Oxford University Press, Oxford, 1995.)

With T. Terdsvirta. Experiments in modelling relationships between nonlinear time series.
In M. Casdagli & S. Eubank (eds.), Nonlinear Modelling and Forecasting, pp. 189-198.
Redwood City, California: Addison-Wesley.

With A.D. Hall & H. Anderson. Treasury bill curves and cointegration. Review of Eco-
nomics and Statistics 74, 116-126.

With T. Liu & W. Heller. Using the correlation exponent to decide if an economic series
is chaotic. Journal of Applied Econometrics 1S, 525-540. (Reprinted in Nonlinear Dynam-
ics, Chaos, and Econometrics, edited by M.H. Peseran & S.M. Potter, J. Wiley, Chichester,
1993.)

1993

. Comment on “The Limitations of Comparing Mean Square Forecast Errors,” by M.P. Cle-

ments and D.F. Hendry. Journal of Forecasting 12, 651-652.
Comment on “Testing for Common Features” by R.F. Engle & Sharon Kozicki. Journal
of Business and Economic Statistics 11, 384-385.



120.

121.

122.

123.
124.

125

126.

127.

128.

129.

130.

131.

132.

133.

134.

135.

136.

137.
138.

139.

140.
141.

142.

143.

ET INTERVIEW 299

Implications of seeing economic variables through an aggregation window. Ricerche
Economiche 47, 269-279.

Overview of forecasting in economics. In A. Weigend & N. Gershenfeld (ed.), Tme Series
Prediction: Predicting the Future and Understanding the Past: A Comparison of Ap-
proaches, pp. 529-538. Reading, Massachusetts: Addison-Wesley.

Positively related processes and cointegration. In T. Subba Rao (ed.), Developments in Time
Series Analysis: Book in Honor of Professor M.B. Priestley, pp. 3-8. London: Chapman
and Hall.

Strategies for modelling nonlinear time series relationships. Economic Record 60, 233-238.
What are we learning about the long-run? Economic Journal 103, 307-317.

. With Z. Ding & R. Engle. A long memory property of stock market returns and a new

model. Journal of Empirical Finance 1, 83-106.

With R. Engle, S. Hylleberg, & H.S. Lee. Seasonal cointegration: The Japanese consump-
tion function, 1961.1-987.4. Journal of Econometrics 55, 275-298.

With L. Ermini. Some generalizations of the algebra of I(1) processes. Journal of Econo-
metrics 58, 369-384.

With T. Konishi & V. Ramey. Stochastic trends and short-run relationships between finan-
cial variables and real activity.

With T.-H. Lee. The effect of aggregation on nonlinearity. In R. Mariano (ed.), Advances
in Statistical Analysis and Statistical Computing, vol. 3. Greenwich, Connecticut: JAI Press.
With T.-H. Lee & H. White. Testing for neglected nonlinearity in time series models: A
comparison of neural network methods and alternative tests. Journal of Econometrics, 56,
269-290. ’

With T. Terasvirta & H. Anderson. Modelling non-linearity over the business cycle. In J.
Stock & M. Watson (eds.), Business Cycles, Indicators, and Forecasting, pp. 311-325.
National Bureau of Economic Research. Chicago: University of Chicago Press.

With T. Terasvirta & C.-F. Lin. The power of the neural network linearity test. Journal
of Time Series Analysis 14, 209-220.

1994

Is chaotic economic theory relevant for economics? A review essay. Journal of International
and Comparative Economics 3, 139-145.

Some comments on empirical investigations involving cointegration. Econometric Review
32, 345-350.

Some recent textbooks in econometrics. Journal of Economic Literature 32, 115-122. (Book
review.)

With M. Deutsch & T. Terdsvirta. The combination of forecasts using changing weights.
International Journal of Forecasting 10, 47-57.

With T. Inoue & N. Morin. Non-linear stochastic trends. Journal of Econometrics.
With J.-L.. Lin. Forecasting from non-linear models in practice. Journal of Forecasting 13,
1-10.

With J.-L. Lin. Using the mutual information coefficient to identify lags in non-linear mod-
els, Journal of Time Series Analysis 15, 371-384.

1995

Non-linear relationships between extended memory series. Econometrica 63, 265-279.
With J. Gonzalo. Estimation of common long-memory components in cointegrated sys-
tems. Journal of Business and Economic Statistics 13, 27-36.

With M. King & H. White. Comments on testing economic theories and the use of model
selection criteria. Journal of Econometrics 67, 173-188.

With J.-L. Lin. Causality in the long-run. Econometric Theory 11, 530-536.



300 ET INTERVIEW

144,

145.

146.

147.

148.

149.

150.

151.

152.

153.
154,

155.

156.
157.
158.
159.

160.
161.

162.

163.

164.
165.

166.

167.

With P. Siklos. Systemic sampling, temporal aggregation, seasonal adjustment and cointe-
gration. Journal of Econometrics 66, 357-369.

With T. Terédsvirta & D. Tjsstheim. Nonlinear time series, In R. Engle & D. McFadden
(eds.), Handbook of Econometrics, vol. 4. Amsterdam: North-Holland.

1996

Comments on Determining Causal Ordering in Economics” by S. LeRoy. In K.D. Hooper
(ed.), Macroeconomics: Developments, Tensions, and Prospects, pp. 229-233. Boston:
Kluwer Publisher.

With Z. Ding. Modeling volatility persistence of speculative returns. Journal of Econo-
metrics 73, 185-216.

With Z. Ding. Varieties of long-inemory models. Journal of Econometrics 73, 61-78. (Spe-
cial issue on long-memory models.)

With N. Swanson. Further developments in the study of cointegrated variables. Oxford
Bulletin of Economics and Statistics 58, 537-554.

Can we improve the perceived quality of economic forecasts? Applied Econometrics 11,
455-474,

With Z. Ding. Some properties of absolute return. An alternative measure of risk. Annales
d’Economie et de Statistique 40, 67-92.

Forthcoming

“Granger Causality” entry. In Encyclopedia of Economic Methodology. Dordrecht: Edward
Elgar Publishers.

With J.-L. Lin. Conjugate processes.

With D. Weinhold. Testing for causality in panels. In Proceedings of the Conference of
Analysis of Panal Data.

On modeling the long run in applied economics. Economic Journal.

Submitted

“Cointegration” entry. In Encyclopedia of Statistical Sciences.

“Hjerarchical Subjects.”

With Z. Ding. Stylized facts on the temporal and distributional properties of daily data
from speculative markets. International Journal of Economics.

With R. Engle, R. Ramanathan, F. Vahid-Arraghi, & C. Brace. Short-run forecasts of elec-
tricity loads and peaks.

With A. Escribano. Investigating the relationship between gold and silver prices.

With E. Ghysels, & P. Siklos. Is seasonal adjustment a linear or nonlinear data filtering
process? Journal of Business and Economics Statistics.

With S. Grossbard-Shechtman. The baby-boom and time trends in female labor force
participation.

With N. Hyung, & Y. Jeon. Stochastic fractional unit root processes. Volume in honor of
E.J. Hannan.

With T. Konishi. Separation in cointegrated systems.

With C.-Y. Sin. Estimating and forecasting quantiles with asymmetric least squares. Jour-
nal of Econometrics.

With N. Swanson. Impulse response functions based on a causal approach to residual
orthogonalization in VAR’s.

With N, Swanson. Stochastic unit root processes.



168.

169.

170.

171,

172.

173.

174.

175.

176.

177,

178.

179.

180.

ET INTERVIEW 301

Price Research

1961

With A. Gabor. On the price consciousness of consumers. 4pplied Statistics 10, 170-188.

1964

With A. Gabor. Price sensitivity of the consumer. Journal of Advertising Research 4,
40-44. (Reprinted in Readings in Marketing Research, edited by K. Cox, New York, 1967.)

1965

With A. Gabor. Price as an indicator of quality. Scientific Business August, 43-70.
With A. Gabor. The pricing of new products. Scientific Business August, 3-12.

1969

With A. Gabor. The attitude of the consumer to prices. In B. Taylor & G. Wills (eds.) Pric-
ing Strategy, pp. 132-151. London: Staples.

With A.P. Sowter & A. Gabor. The influence of price differences on brand shares and
switching. British Journal of Marketing Winter, 223-230.

1970

With A. Gabor & A.P. Sowter. Real and hypothetical shop situations in market research.
Journal of Marketing Research 7, 355-359.

1971

With A.P. Sowter & A. Gabor. Comments on “Psychophysics of Prices.” Journal of Mar-
keting Research 8.

With A.P. Sowter & A. Gabor. The effect of price on choice: A theoretical and empirical
investigation. Applied Economics 3, 167-182.

1972

With A. Billson. Consumers’ attitude to package size and price: Report on an experiment.
Journal of Marketing Research 9.

With A. Gabor, Ownership and acquisition of consumer durables. Furopean Journal of
Marketing 6 (4), 234-248.

1973

With A. Gabor. Developing an effective pricing policy. In L.W. Rodger (ed.), Marketing
Concepts and Strategies in the Next Decade, pp. 171-194. London: Cassell.

1977

Technical appendix. In A. Gabor (ed.) Pricing— Principles and Practice, pp. 325-336. Lon-
don: Heinneman Press. (French edition, 1981; second edition, 1985; Japanese edition, 1987.)

Note: All of the papers co-authored with A. Gabor were reprinted in the volume Pricing Deci-

sions 17 (8), 1979, of Management Decision.



302 ET INTERVIEW

181.

182.

183.

184.

185.

186.
187.
188.

189.

190.

191.

Speculative Markets and Theory of Finance

1964

With M.D. Godfrey & O. Morgenstern. The random-walk hypothesis of stock market
behavior. Kyklos 17, 1-30. (Reprinted in Frontiers of Investment Analysis, 2nd ed., edited
by E. Bruce Fredrikson, Intext Educational Publisher, 1971.)

With O. Morgenstern. Spectral analysis of New York stock market prices. Kyklos 16, 1-27.
(Reprinted in Random Character of Stock Market Prices, edited by P.H. Cootner, MIT
Press, Cambridge, Massachusetts, 1964.)

1968

Some aspects of the random-walk model of stock market prices. International Economic
Review 9.

1970

What the random walk model does NOT say. Finagncial Analysis Journal May-June. (Re-
printed in Investment Analysis and Porifolioc Management, edited by B. Taylor, Elek Books,
London, 1970.)

1971

The interdependence of stock prices around the world: 1s it a myth? Money Manager July-
August, 25-27.

1972

Empirical studies in capital markets: A survey. In G. Szego & K. Shell (eds.), Mathemat-
ical Methods in Investment and Fingnce. Amsterdam: North-Holland.

Prediction of stock market prices. Bulletin of Institute of Mathematics and Its Applications.
Random walk, market model and relative strength— A synthesis. In Proceedings of the Con-
Sference Mathematics in the Stock Market. Organized by the Institute of Mathematics and
Its Applications.

With N.A. Niarchos. The gold sovereign market in Greece — An unusual speculative mar-
ket. Journal of Finance 27, 1127-1135.

1975

Some consequences of the valuation model when expectations are taken to be optimum
forecasts. Journal of Finance 30, 135-145.

A survey of empirical studies in capital markets. In E.J. Elton & M. Gruber (eds.), /nter-
national Capital Markets, pp. 3-36. North-Holland. (Updated version of Granger, in Math-
ematical Methods in Investment and Finance, edited by G. Szego & K. Shell, 1972).

Note: These two publications in this section are reprinted in Selected Economic Writing of Oscar

192.

Morgenstern, edited by A. Schotter, New York University Press, New York, 1976.

1993

Forecasting stock market prices. Public lecture, issued by Fundacion BBr, Madrid, Spain.



193.

194,

195.

196.

197.

198.
199.

200.

ET INTERVIEW 303

Statistical Theory and Applied Statistics
1959

Estimating the probability of flooding on a tidal river. Journal of the Institution of Water
Engineers 13, 165-174.

1963

The teaching of mathematics to students of economics both at school and university. Eco-
nomics 3.

1964

With M. Craft. The prediction of future behavior of psychopaths from past and present
data. Proceedings of the First International Congress of Social Psychiatry, London, 1964.
With M. Craft & G. Stephenson. A controlled trial of authoritarian and self-government

regimes with adolescent psychopaths. American Journal of Orthopsychiatry 34, 543-554.
With M. Craft & G. Stephenson. The relationship between severity of personality disor-
der and certain adverse childhood influences. British Journal of Psychiatry 110, 392-396.

1968

With H. Neave. A quick test for slippage. Journal of the International Institute of Statistics.
With H. Neave. Two-sample tests for differences in mean— Results of a simulation study.
Technometrics 10, 509-522.

1977

Tendency towards normality of linear combinations of random variables. Metrika 23,
237-248.



