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1. Introduction

Much of T. W. Anderson’s work in statistical theory has had an important influence on
econometrics. But it is his work on structural estimation that has had the greatest impact
on subsequent developments in the subject. In part this is because his research came at
a time in the early postwar years of the late 1940s when econometrics was ripe for new
developments; and in part it is because his early papers gave some definitive answers to
the estimation and inferential problems that faced empirical researchers who wanted to
use the new Keynesian models of macroeconomic behavior. Anderson’s work in the
1940s on structural estimation was conducted jointly with Herman Rubin, and their two
articles [8, 11] published in The Annals of Mathematical Statistics constituted a comprehen-
sive study of single equation estimation under a Gaussian likelihood, covering derivation
of the estimates, computational procedures, an asymptotic theory of inference and some
aspects of small-sample behavior. Only the latter left major problems for future study.

Anderson began a second phase of research on the topic of single equation structural
estimation in the 1970s, more than 20 years after the original investigations. In a series
of papers [66, 67, 69, 73, 83, 97, 100, 101, 104, 105] that were published from 1973
to 1985, Anderson and his students and co-workers studied the small-sample properties
and performance of single equation structural estimation techniques. These investigations
continued the program of research that was begun in the 1940s by providing a corpus of
knowledge about the relative small sample performance of competing single equation
estimation methods.
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2. The Early Work on Limited Information Structural Estimation
Consider the linear structural eguation
yi =Yop +Zyy+uy (1
where y; (T X 1) and Y, (T X n) are an observation vector and observation matrix,
respectively, of n+1 jointly dependent (or endogenous) variables, Z, 1s a 7 X K; matrix

of predetermined (or exogenous) variables and u is a random disturbance vector. The
reduced form of (1) is written

7 I
O, Yo = (&, Zy) (;; H;) + (v, V) (2)
or
Y =ZI1 + V,

where Z; is a T X K, matrix of predetermined variables that are known to be excluded
from (1). It is assumed that the rows of V are iid(0, €2) with & > 0 (i.e., positive
definite) and for the purpose of maximum likelihood estimation the common distribution
is taken to be Gaussian. Equations (1) and (2) are connected by the system

i

m —~ LB =¥ 3)
Ty HzB = 0. (4)

These equations are called the identifiability relations because, when rank(l,) = n <
K, the vector B is uniquely determined by (4) from knowledge of (mr;, IL;) and 7y is
then determined by (3).

The first paper [8] by Anderson and Rubin explored the structural estimation of (1)
by maximum likelihood. The method became known as limited information maximum
likelihood (or LIML), since only the structural information on (1), which here amounts
to the exclusion of the variables Z,, is accounted for in maximizing the likelihood. It
was also known as the Cowles Commission method—see, for example, Malinvaud (1980,
pp. 698-702)—since the research was conducted at the Cowles Commission in Chicago.
Anderson and Rubin showed that the LIML estimator of B satisfies the generalized
eigenvector equation

(W — AS)h = 0, (5)

where b’ = (1, — B’) and A is the smallest eigenvalue of the matrix §™'W, where W
and S are the residual moment matrices

W = Y'(P; — Pg)Y, §=YdA- PpY ©]

and P, represents the orthogonal projection onto the range space of the matrix A. The
estimator 3 minimizes the ratio
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b'Whb/b’Sb (7

and thus also became known as the least variance ratio (LVR) estimator— see [8, p. 52]
and Kpopmans and Hood (1953). The corresponding LIML estimator of +y is obtained
from 8 and (3) as

Y= - ﬁlﬁ = (ZiZ)7'Zily, — Yoff)

using the maximum likelihood estimates of 7y and IT;.
In [8] Anderson and Rubin derived the LIML estimators B and ¥, outlined a procedure
for their computation and derived the likelihood ratio test

= (1 + K2 (8)

of the hypothesis that the structural equation (1) is overidentified [that is, there are more
than enough exclusion restrictions on (1) to identify its coefficients]. They also found
small-sample confidence regions for the structural coefficient vector B under Gaussian
assumptions and gave an approximate small-sample F test of the identifiability hypothesis
which could be used in place of (8).

The companion paper [11] was concerned with asymptotics. They showed the consistency
of LIML., found its limit distribution to be normal, gave formulas for the asymptotic
covariance matrix, and demonstrated that the likelihood-ratio test statistic (8) gives rise
to an asymptotic x° test in the usual way, namely,

“2Inl = Tho(l + 8) 2 i,

where the degrees of freedom K, — # represent the degree of overidentification of the
structural equation (1). These are the main results of {11] and they have been heavily
used in subsequent research.

Some other aspects of [11] are, however, less well known:

(i) Stable autoregressive specifications in (1) and (2) were permitted, so that some
components of the predetermined variables couid be lagged dependent variables.

(i) Nonlinearities were permitted in the other structural equations of the system,
leading to a nonlinear reduced form in place of (2).

(iii) In determining the limit behavior of the LIML estimator b, Anderson and Rubin
showed that in large samples b is effectively determined by the equation

Wb =0
in place of (5). This leads directly to the expression
B = [YiPz — Pz)Yal'[Yi(P; — Py )yl ¥

for what is now called the two-stage least squares (2SLS) estimator of B. While Anderson
and Rubin did not give the formula (9) explicitly, it is clear that they were aware of its
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existence: Indeed, as Anderson himself explained it in a recent interview published in
Econometric Theory (Phillips, 1986):

Now, in proving the asymptotic normal distribution of the estimators in the second of the
two papers with Rubin, the first step in proving this was to show that the contribution of the
smallest root times the estimate of the covariance matrix drops out. S¢ in doing this we reduced
the estimator to what’s now called the two stage least squares estimator. So the two stage least
squares estimator is actually in that second paper.

Of course, the 2SLS estimator 8 was subsequently discovered independently by Basmann
(1957) and Theil (1958). It was further shown by Theil (1958) that B and [Ni are both
members of a general class of estimators known as the k-class.

3. Later Work on Small-Sample Properties

The second phase of Anderson’s research on single equation structural estimation began
in 1973 with the publication of [66]. This was a joint article with T. Sawa and it gave
exact finite-sample distributions and asymptotic expansions (both under Gaussian as-
surnptions) for the &-class estimator of B in (1) and for the special case of two variables
(n = 1). Finite-sample investigations of this type were already underway, and the field
had been active in econometrics since the early 1960s, with contributions by Nagar (1959),
Basmann (1961), Bergstrom (1962), Richardson (1968), Sawa (1969), and Sargan and
Mikhail (1971). Somewhat earlier than [66] Mariano and Sawa (1972) had found the
exact density of the LIML estimator f, again for the special case of n = 1. It was not
until a decade after the publication of [66] that the exact finite-sample distribution of the
LIML. was found for the general case of n+ 1 endogenous variables (Phiilips, 1984, 1985).
The exact distribution of the 2SLS estimator f§ in the general case was found in Phillips
(1980a). In one sense, this completed the research program begun in [8] and [11].

All of these studies just cited are essentially mathematical exercises. But they are all
motivated by the important concern of learning more about the small-sample behavior of
competing structural equation estimators such as B and . To satisfy this goal Anderson
and his co-workers in the series of papers cited in the Introduction developed asymptotic
expansions of the distributions of various estimators and performed numerical calculations
to calibrate their accuracy. As far as possible, the expansions were used to shed light on
properties such as distributional location and concentration about the true coefficient value.
The main conclusion to emerge from this body of work is that, at least in the two variable
case, B is a better general purpose estimator of 3 than f8 in finite samples. This conclusion
is supported by evidence which indicates that the distribution of {3 is well located about
B, nearly symmetric and is well approximated by the asymptotic distribution. On the -
other hand, the distribution of ﬁ is poorly located, skewed and less well approximated
by asymptotic theory.

Since the 2SLS estimator {8 inherits many of the features (including the general dis-
tributional form) of the ordinary least squares (OLS) estimator of § in (1), the poor
performance of this estimator is not so surprising. Inevitably, the behavior of B in finite
samples is contaminated by properties of OLS, which is known to be asymptotically
biased. What is more surprising and what has so far not been well explained is the
remarkably good performance of LIML. After all, maximum likelihood is well known
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to produce estimators that are seriously biased and poorly approximated by asymptotic
results in other settings. In fact, if LIML is applied to (1) when Y} is an integrated process
it has been shown (Phillips, 1988) that even the limiting distribution of B is biased and
skewed. The good performance of LIML in the present setting should therefore be
explicable solely in terms of the characteristics of the model (1) and (2). Three factors
seem important. The first is that 3, unlike f, is invariant to the normalization of the
structural equation (1). This is a point that was subsequently emphasized by Anderson
in the interview (Phillips, 1986, p. 258). It has also been investigated by Hillier (1988).
The second factor is that, in the present case, neglecting the remaining equations of the
systemn results only in a potential efficiency loss for LIML. That this is not always the
case for LIML procedures is demonstrated in Phillips (1988). Finally, it can be argued
that B in minimizing the ratio (7) mimics a property of the true coefficient B, namely,
that 7~ 'b’Wb and 77 'b’Sb are both unbiased estimators of the equation error variance
m (1), for which value the ratio (7) achieves its minimum of unity.

A second topic in this area that is now ripe for further research is structural estimation
in time series models. In particular, the finite sample properties of structural estimators
such as LIML and 2SLS need to be explored in systems where the predetermined variables
include lagged dependent variables. Some steps in this direction have been taken using
Edgeworth expansions to shed light on the finite-sample distributions (see Phillips, 1980b).
But the area is wide open for further development, and the need for more evidence is
substantial since most empirical structural models fall into the dynamic not the static
model category.

The above remarks are intended to show that the research agenda inspired by the
original papers of Anderson and Rubin [8, 117 is still active. Structural models have
always been a central field of econometric research and in that field the contributions of
T. W. Anderson will continue to occupy a position of special significance.
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