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THE ET INTERVIEW:
PROFESSOR JOSEFPH B. KADANE

Interviewed by Ngai Hang Chan
Chinese University of Hong Kong

Joseph B. {Jay) Kadane.

Joseph B. Kadane, usually known as Jay among his friends and colleagues, s
a weil-known figure among statisticians and econometricians, He has made
substantial contributions to the fields of Bayesiar statistics, econometrics, and
many applied areas. He is well known for his work in applying statistics to
how people make decisions and draw conclusions from data.

Kadane was born in 1941 in Freeport on Long Istand. He finished his bach-
elor’s degree in mathematics at Harvard in 1962 and his Ph.D, degree in sta-
tistics at Stanford in 1966 under the supervision of Herman Chemoff. He joined
Carnegie Mellon in 1971, serving as the head of the statistics department from
1972 to 1981. He currently holds the Leonard J. Savage Professorship of Sta-
tistics and Social Sciences. Jay was named as the University Professor at Car-
negie Mellon in 2000.

Among his many contributions and honors, Jay is an elected fellow of the
American Association for the Advancement of Science, the Institute of Math-
ematical Statistics, and the American Statistical Association. Jay was named
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Pittsburgh's Statistician of the Year in {980 and won the Frank Wilcoxon Award
for Best Applied Paper in Technometrics in 1993.

Jay has been actively involved in leadership activities with many presti-
gious statistical societies and groups, including the International Statistical In-
stitute, the American Statistical Association, the Committee of Presidents of
Statistical Societies, the Institute of Mathematical Statistics, the Institute of
Statisticians, and the International Society of Bayesian Analysis. Jay was the
editor of JASA during 1983-1985,

Jay said that he learns the most by choosing problems in disparate fields.
He has worked on problems in ecanometrics, political science, archaeology,
law, psychophysics, environment, and medicine and computer science, among
other topics. He is interested in many aspects of Bayesian theory. It is fair to
say that Jay is a truly cross-disciplinary statistician.

Jay has been a consultant to several business and government organizations
and has alsa done pro bono work for public defenders on death penalty cases
and racial profiling. His testimony was instrumental in underscoring a general
pattern of racial profiling by police patroling the New Jersey turnpike. The
results of his analysis are reflected in several research papers and in news cov-
erage of the issue,

Jay enjoys traveling, and he is a familiar face and a regular participant at
conferences in statistics and econometrics. The following interview was con-
ducted in May 2000 at the DeGroot Memorial Library at Carnegiec Mellon,

1. BACKGROUND AND EARLY STAGE

Perhaps you may want to start by telling us something about your
background and the early stages of your life,

Well, I grew up on Long Island, in Freeport, which is on the south shore near
Jones Beach. My early interests were bird-watching, chess, and reading. 1 did a
lot of reading and also some stamp collecting.

Besides chess, were there any other indications about your interest in
analytic subjects?

I liked math. I was also a baseball fan, in particular, 2 Brooklyn Dodgers base-
ball fan, back when there was such a thing as the Brooklyn Dodgers, And of
course in baseball there are many averages, batting averages, fielding averages,
and so on, that are very important, and I think that might have been part of my
early interests in statistics.

You mentioned that you read a lot; any particular books that strike
you?

Gee, it's hard to remember now, But I just remember doing a lot of reading and
enjoying it.
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You started out in mathematics at Harvard in the early 1960's. Was
there any distinction between pure mathematics and applied mathemat-
ics at that time?

Yes, I started out as a math major in Harvard, but there was no distinction
between pure and applied. There were some of each. On the applied side, there
were some computing courses. On the theoretical side, I took calculus, real
analysis, the standard stream. Since [ had quite a lot of math in prep school,
that set me up for the math at Harvard.

Were there any statistics in the math program at that moment? Were
they taught within mathematics or statistics?

Well, T did have a full year of statistics there. The first semester was taught by
Art Dempster and the second semester by Fred Mosteller, I believe there was a
separate statistics department, but I don’t remember whether it was taught un-
der a math number or a statistics number,

How do you describe the atmosphere at Harvard during those years,
and what made you choose to become a math major?

The atmosphere was quite puzzling for an undergraduate in that it was clear
that there were a lot of things going on in mathematics, but in a sense it wasn’t
clear what they were. The communication between the faculty and the under-
graduates was not very strong. So it was puzzling to me. [ should also say
about my time at Harvard that I probably spent more time and more effort on
the social sciences than I did on mathematics, Just because 1 was a math major
doesn’t mean I was necessarily spending the majority of my time doing math,
Since I didn’t know what I wanted to be interested in, I figured that mathemat-
ics was the most difficult thing around so I thought I would major in that and
that would help me in whatever I decided to do, and that’s pretty much turned
out to be true. I still don’t know what finally I'm interested in, but mathematics
turns out to be useful in all of the things that I'm interested in, so that’s fine.

You mentioned that you were interested in social sciences at an early
stage in Harvard. How did that manifest in your interest in statistics?

Well, I was, at the time, very much involved in political matters at Harvard,
especially about arms control, and took a number of courses involving defense
policy and arms control at the time. [ think my interest in statistics came out of
having been a math major and having been interested in political matters and
thinking of statistics as being sort of halfway in between. So that is one of the
attractions of statistics for me. I was sent to Howard Raiffa at the business
school in Harvard for advice for what [ should do about graduate school given
my interests, He told me that he thought the two best places for me might be
either Harvard or Stanford, depending on what a particular professor did. Ken-
neth Arrow was thinking about moving from Stanford to Harvard at that point,
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but he did not. So Raiffa’s recommendation was that I should go to Stanford,
which is what I did. Arrow did move to Harvard later though.

Were you interested in economics when you went to Stanford?

Yes, [ took quite a number of economics classes at Stanford. Some of the most
influential people on me at that point in economics were Arrow and Uzawa,
Hirofumi Uzawa.

Did you start your work at the Center for Naval Analysis {CNA) before
going to Stanford?

Yes, ! had a summer job with them in 1962, which was right after I graduated
from Harvard. I worked with them for the next summer as well. I had taken a
number of courses with Thomas Schelling at Harvard, and he recommended
me to the Center for Naval Analysis.

2. POST-PH.D. YEARS

We will come back to discuss something more about your thesis later.
After spending 4 years at Stanford, vou had already been working on an
on-and-off basis for the Center for Naval Analysis as a consultant. What
made you start an academic career at Yale?

I worked for the center not just through the summers but during the semester as
well, After finishing my Ph.D., I was appointed both to the statistics depart-
ment and the Cowles Foundation at Yale. Given my interest in social sciences,
1 was excited about this opportunity, and I decided to start my career at Yale.

Could you tell us something about the Cowles Foundation then?

Well, it was a remarkable group of people there, I suppose there still is. Koop-
mans was the head of Cowles at that time. The person that I probably worked
most with was Mark Nerlove. David Grether was also working with Mark at
the time. Jim Tobin was there, among the younger people there in my group,
Marty Wiesmann, Al Klevorick, and Joe Stigletz. Also, Herb Scarf was a se-
nior faculty member there, and Shubik in game theory was there. In fact he and
1 shared an office for a while. It was a very lively group. There were probably
about 20 people in Cowles. Statistics was much smaller at that time, and it is
still small nowadays. Jimmy Savage and Frank Anscombe were the leading fig-
ures in statistics at that time. It was a very rich environment. I was there for
only 2 years but learned a great deal from being there.

Were there any people having a joint appointment like you?

I was the intersection at the time. There were no formal connections between
the Cowles and statistics except my joint appointment. Fortunately, they were
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just a few houses apart on Hillhouse Avenue, so it was not difficult to separate
my time between the two.

After that, you went back to the Center for Naval Analysis. Would you
tell us something more ahout the nature of the center and what kind of
work you got involved in?

CNA is funded by the Department of Defense (DoD), but it is not a govern-
ment agency. [t was part of the University of Rochester, which received a con-
tract from the DoD. Although it received money from the navy, it was somewhat
independent of the navy as well. It’s called a federal-contract research center.
Some 70% of the budget for CNA, at the time, and I believe still is, was dedi-
cated to projects sponsored by one or another office in the navy. Some 20-25%
of the budget was for studies which CNA thought were important to the navy,
even if there was no navy sponsor. And this enabled CNA to do things which,
in fact, the navy was interested in having done but which it did not wish to
officially sponsor. For example, at the time there was a draft. There was talk
about the possibility of ending the draft. CNA sponsored on its own, as part of
its 20-25% budget, to study the question of whether there would be enough
volunteers for the navy if the draft were ended. And it was able to do this be-
fore it became an official doctrine, to look into the possibility of ending the
draft. Later on, there was a presidential commission set up to examine the all-
volunteer armed force as a concept, and because CNA was the only group that
had been doing work on the manpower response to the end of the draft, my
colleagues at CNA became the staff for the president’s commission on the all-
volunteer armed force.

There were several different divisions in CNA, ranging from defense related
matters such as missile defense studies to operations research of the navy and
to whatever was bothering the admiral in the morning. There were also people
in CNA deing long-range strategic studies about the politics of the use of armed
force in general. Of course the Vietnam War was going on at the same time.

How big was the statistics group in CNA?

Actually, there was no separate statistics unit within CNA at that time, Because
I had been active politically and in particular was very concerned about the
war in Vietnam, my deal in going to CNA was that I would not be assigned to
a single project but rather that T would float among projects, and if I didn’t like
the politics of a project I could have nothing to do with it. So, 1 was there
really as a methodologist to poke into whatever I thought was interesting. An-
other thing they wanted me to do was publishing papers; they thought it would
help with recruiting and make it a more interesting place to work. 1 also of-
fered some courses in statistics to people on the staff. Although it was govern-
ment related, my job there had an academic flavor.
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Besides you, were there any other statisticians?

Yes there were a number of other statisticians around. Probably the one [ worked
most heavily with was Warren Rogers, who had gotten a Ph.D. from Stanford a
couple years behind me and who was a naval officer but was assigned to CNA,
There were a quarter to a third of the staff who were navy people in uniform.
Warren and [ worked together on a number of things.

The 1980's to 1970's was an exciting but intriguing period of time in
U.S. history. You mentioned earlier that you were politically active, but
on the other hand, you carried a top secret security clearance to work
for CNA. How did that happen?

The politics of the time was much meore interwoven and confusing than your
question suggests. While [ was at Stanford, as we’ve said, I was a consultant
for CNA, the whole time. I was carrying a top secret security clearance the
whole time. I was also a student activist. [ was Stanford coordinator for the
free-speech movement. I was Speaker of the student legislature. And I had a
very large hand in running the student government. Many of my friends were
very heavily involved in the antiwar movement. I was not so heavily involved,
but I was certainly involved in confronting the Stanford administration about
many things, and so in the Stanford political context I would be regarded, prob-
ably, by the Stanford administration as a dangerous radical student. Yet, on the
other hand, I was involved in this defense work on the other side. That was just
part of life at the time. One of my very close friends who was editor of the
Stanford Daily for a while, with whom I planned a great many political things,
joined the army as a Green Beret and became a prisoner of war in North Viet-
nam for 53 years.

Needless to say I didn’t participate in the decision to give me a top secret
security clearance, so I have no idea what those discussions were about. Al-
though CNA was 100% sponsored by the government, the deal between the
navy and CNA was that studies done by the center were to be the opinion of
CNA. Reports from CNA could be distributed within the Department of De-
fense without any constraint. The navy had the right to put a letter on top of the
report which would give the navy’s opinion of the matter dealt with within the
report. For example, in terms of the issues that were hot at the time, CNA coutd
write a report saying that aircraft carriers are very vulnerable, and CNA sug-
gests that the navy stop building them. The navy, which was very attached to
its aircraft carriers, could write a letter on top of that saying they think this
report is wrong because of a number of reasons. But the report and the letter
would go forward to the secretary of defense. So it was set up so that there
would be a great deal of intellectual honesty in what happened. These were not
studies where the navy was directing the outcome of the study. The navy would
know about the study, would know about what it had to say, would know about
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the reasons, but could agree or disagree with them as it chose. And, the navy
supported having a group with that kind of independence because they knew
that in the long run, they did better, even if sometimes they were hearing things
that they didn’t want to hear,

The center was a very interesting place for me to work, and I learned a great
deal there. When I was at Yale, really intellectually the dominant person there
for me was Jimmy Savage. When [ was confused about something about statis-
tics, I could talk to Jimmy, and Jimmy would straighten me out. What was
different at CNA is that at CNA T was like Jimmy, and all sorts of people were
tumning to me for that kind of advice. And that made me think much harder
about the principles and about what was fundamentally important and what
wasn’t in statistics than I had before. And so I think it shaped my future devel-
opment in statistics quite a bit.

Was that the time period vou started thinking seriously about a Bayes-
ian paradigm? Were you involved in Bayesian statistics when you were
at Stanford?

No, at Stanford I was purely a classical statistician, although Herman Chernoff
was sort of open to Bayesian ideas. He had written that book on decision theory
with Lincoln Moses. But Herman was open to Bayesian ideas. I learned a great
deal from Lincoln Moses at Stanford, who was quite classically minded, but
more empirically minded, more open to doing applied work than some of the
others at Stanford. But yes, it was Jimmy who introduced me to Bayesian ideas
most seriously, He and I taught out of Dubins and Savage (1965). I learned a
lot from doing that with him. But it wasn’t really until [ was at CNA that I
started to become much more seriously Bayesian.

Why was that so?

Well, because 1 had to think through for myself what [ really believed. And I
had some early experiences that showed me that the methods I had been brought
up with were not all that useful to me. When I was going to Yale the book that
I most wanted to teach out of and which I thought of as the fundamental place
to begin in statistical theory was Lehmann (1959). I worked with a sociologist,
Gordon Lewis, who is now at Carnegie Mellon University (CMU) and with
Gerry Ramage, now at AT&T. We were looking at participation rates in small
groups. And there was a theory about participation rates in small groups, and
we tested that theory and found that the theory was being rejected at the .05
level, and the .01, level and in fact the 107° level. And then I had to think to
myself, would I be mere impressed with how false this theory was if it were
rejected at the 107!3 level? Answer, well no, not really. We found a way to plot
the data, and it turned out that really the center of the data was very close to
the theory. But we had thousands of observations. Every utterance of someone
in one of these small groups was an independent observation in our theory. So,
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when you hold up the square root of # magnifying glass, it was many standard
deviations from the theory, but it was still quite a good theory, as things go in
sociology. So here was a method that was really in my way and not helping
me, when I had a great deal of data. Well, that already made me wonder about
it, because you would think that a statistical procedure should work best when
you have a lot of data.

At CNA T had another experience where a study had been done on a new
machine that had been worked over very carefully in the laboratory and then
taken to the field. And some field testing had been done on it. An analyst had
written up the results, which said it doesn’t work significantiy differently in the
field than it does in the laboratory. And this went all the way up the chain of
command, and just before it left CNA one of the senior scientists at CNA said,
“I have a funny feeling that there's a problem here, I want a statistician to look
at this.” So one of us and ultimately several of us looked at it, and what had
happened is that there were five abservations. They cost about a million dollars
apiece to collect. So that’s the reason why there weren't a huge number of ob-
servations. The machine was working roughly 75% as well in the field as it
was in the laboratory. But with only five observations, it was not significantly
different at the traditional .05 level. So the analyst was completely correct but
entirely wrong. .

What I learned from this is here’s a technique that [ thought was the place to
start in statistical theory, and it obscures the truth when the sample size is too
small and it obscures the truth when the sample size is too large. And we cer-
tainly have better methods for examining sample size than al] this testing theory.
So then what good is it? A question I still haven’t managed to find an answer
to. That was the beginning of seeing that in terms of the applied problems that
1 wanted to do, the usual classical methods simply were not helpful to me, And
for that reason, I had to change.

3. PITTSBURGH YEARS

Perhaps we can move on to something which is more familiar to both
of us. You came here in 1971 and then served as the head of the sta-
tistics department for the next 2 years. You have been here for almost
three decades now, which is a very long period of time. Although you
and | unequivocally agree that Carnegie Mellon is an exciting place, are
there any particular reasons that attracted you to stay here for such a
long period of time?

Well, T think that certainly one reason is that this department, as it has devel-
oped, reflects my values and what 1 think is important. And so the reason for
doing all that work as head of the department was to make it a good place in
that it works well internally and it presents what 1 think is a good policy to-
ward the university as a whole, The way we do our courses, the joint work that
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Jay (with student at left) and Morris DeGroot (partly obscured at right}, Statistics Lounge,
Carnegie Mellon University, 1984,

we do with people in other departments, and so on. So having built all of that,
why move?

Maybe you could tell us something about the kind of difficulties you
ran into when you first came. Did you have a model for the department
in mind?

There were only two tenured professors in the department in 1971, DeGroot
and myself, DeGroot was on leave my first year here in 1971. During that year
his wife became very seriously ill with multiple sclerosis, and it was just clear
that he couldn’t be effective as a department head given his home situation, so
I had to be department head. [ was just 6 years out of graduate school, and I
was supposed to run the show. In order to accomplish that task, I had a great
deal of growing up to do in a very short period of time. Although there was a
department of statistics at that time, we did not belong to any college. T was
reporting joinily to the dean of the business school and the dean of the engi-
neering school, and our computer money came through the science school, so
we were doing business all over the place, and 1 had a lot of learning to do
about how the university worked and how to get things done.

We had about six faculty in 1971. At the time, most of the statistics depart-
ments that I knew about were very theoretically oriented, Because of my inter-
est in econometrics and social sciences, | wanted to have a department which
was much more engaged in applied work. It was a matter of having a balance
between theory and application. One of the early decisions that we made was
not to have a consulting center, and the reason for that was that consulting cen-
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ters were and maybe still are a way for people to have a patina of statistics in
their work without it being a fundamental part of what they’re doing. So, they
would come in and say, “How do I do a t-test on this data,” and only reluc-
tantly tell you where the data came from. That’s not what I wanted. What I
wanted was that statisticians should be partners in the whole enterprise from
the beginning, 50 what we established was we conduct joint research with you,
but we're not consulting. We set out to do that and at the same time to absorb
the statistics courses that were being taught in various different departments in
the university. What we found was that conducting joint research in this way
helped us a great deal in overcoming the diplomatic obstacles to absorbing the
courses. Once we had been doing joint research with them, it would be much
harder for others to make arguments like: statisticians don’t understand what
we do, 50 statisticians won’t be able to teach courses for our students. So these
went together and have gone together well at Carnegie Mellon ever since.
Another important early move we made was the agreement that we would
judge applied work solely by its contribution to the applied area. Thus a junior
statistician joining an applied project would not feel pressure from the depart-
ment to use fancy new statistical tools but rather would have the same goal as
his or her scientific partners. We also agreed that if the applied area was one
we didn’t know about, we would get outside advice from others who did. Thus
we assured our junior colleagues that applied work would be taken seriously.

4, RESEARCH

Let us begin with the question: what fascinates you most in
econometrics?

Well, there are certainly many interesting things going on in econometrics.
I'm still very interested in the relationship between game theory and Bayesian
decision making, which lies at the heart of a whole bunch of econometrics. It
seems to me that the classical game theory that comes really from the zero-
sum two-person game recommends things which I would still not recommend
in that I think that they are much too conservative. I would prefer to ask my-
self what do I think the other player is likely to do? What are my probabilities
on what the other player will do, and then given that, my expected utility max-
imizing action is not a difficult calculation. It seems to me that the mini-max
solution is unstable in that I can always think of a worse consequence than
the consequences I've been thinking about so far. And then the mini-max idea
would have me put all of my attention against mitigating this even worse con-
sequence that I just thought of. I don’t understand why people really believe
in the mini-max solution to games: Why do they get out of bed in the morn-
ing? The worst things that can happen if they get out of bed are surely worse
than the worst things that can happen if they stay in bed. So, I don’t think
there’s much to the whole foundation of the mini-max solution and Nash equi-
librium. 1 think they are very shaky. And much of modern econometrics—
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modern econometric thinking—is based on those ideas. And yet I find people
very resistant to thinking hard about the foundations of what they're saying.

Also in econometrics, as it is presently engaged in, the model that econo-
metricians have of the rational man is basically a Bayesian. In each economet-
ric model, when you model individual behavior that's generally how it's done,
On the other hand, most econometric analyses are classical, not Bayesian. So
why is it that the rational man is Bayesian but none of the econometricians are?
I don't understand this.

| guess | don't know enough economics to answer your gquestion, but
I'm sure we’'ll be hearing responses from our colleagues in economics.
Let me move on to a different subject. You have been involved in devel-
oping data mining activities here at CMU. What is your opinion about
data mining, and how do you see its role both in statistics and in econo-
metrics, in particular?

I think there are both good things and bad things about data mining. Certainly
data mining is paying attention to what one can learn from large databases. It is
an attractive subject for statisticians and econometricians because perhaps many
things can be learned from those databases. On the other hand, some of those
databases raise important questions having to do with the origin of the data-
base. For example, suppose one has the records of one or many hospitals and
one has patients with a particular diagnosis, some of whom are treated one way
and some of whom are treated another. It is a tempting thing to think that one
would, by analyzing the results of how those patients fared under their treat-
ments, be able to say something about the effectiveness of the treatments. We
know however, from bitter experience in medicine, that this is not the case.
There may be important differences in determining why some patients got the
treatment they got which may not show up in the database. And that difference
in turn may be correlated with the response they have to treatment. One of the
things that we know is that sicker patients don’t do as well as less sick patients
do, regardless of what treatment you give them. So if the sicker patients are
being given treatment A and the less sick patients are given treatment B, then
A is going to look worse than B. By just looking at the data, one would not
be able to tell whether that was the case or not, Certainly, there are things to be
learned from dala mining, but there are also inferential traps that need to be
thought hard about in order to “mine” the data well. We need to free the data
from hidden biases.

Maybe we can talk a little bit about your personal research. At the
beginning of your career, Bayesian statistics wasn't considered to be in
the mainstream of statistics. Could you tell us something about that en-
vironment in those days?

Well, one of the most useful institutions for me was the NBER seminar on
Bayesian inference in econometrics, which got going 1 would guess around 1969
or 1970. I was involved with it when I was at CNA before I came to Carnegie
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Mellon. It met every 6 months, There were usvally 30 people from out of town
and 20 people in whatever place we were meeting. I found that for quite some
years the papers that I was writing were being written in response to questions
or conversations or papers that had come up in the previous meeting. And for
many of us that was true, so it became sort of an intellectual center of our
activities. And it was extremely helpful particularly in the early days in helping
people to understand what the difference was about Bayesian statistics as op-
posed to classical statistics and what the strengths of it were, and so on. So that
was a very important influence on my development.

Is that still going on nowadays?

1t is, although I think it’s a bit dormant now. It doesn't have the same regularity
and the same centrality that it had when there were only 20 or 30 of us, which
is really what there was of Bayesian statistics. Of course, that is no longer true
now; things have changed enormously.

Incidentally, a similar NBER time series seminar in econometrics and
statistics has also been developed for the last 20 years which | find to
be very useful, at least personally. How do you see Bayesian statistics’
relevance to statistics as of today?

Certainly Bayesian statistics is doing very well. In fact, its main problems now
are the problems of success. Particularly with the development of Markov chain
Monte Carlo (MCMC) methods everybody wants to use it; one can get an ar-
ray of models with MCMC that one really can’t get in any other way. Conse-
quently, all sorts of people who before had no use for Bayesian methods at all
suddenly now are very interested in at least running chains. The problem with
it is that these same people don’t really understand what Bayesian methods are
about. They sometimes take the attitude that they’ll assume whatever it is one
has to assume in order to get to run a chain without really understanding what
the implications are. But as I said, that’s a problem of success, and it will just
take a while for people to understand the philosophy behind the methods they
are using.

Are you seeing the same phenomenon happen in economics?

I don’t know enough of what’s happening in econometrics. I haven’t seen it as
much there though, but I certainly see it in statistics.

One of your first pieces of woerk out of graduate school is on the so-
called small-sigma asyrnptotics, which had been capturing a consider-
able amount of attention in econometrics. Even as of today, papers are
being published relating to that particular area. Could you tell us some-
thing about the background of the problem, what led you to think about
it, and getting the solution?

Well, that was my thesis. I remember that the first thesis topic that I tried to
work on was about the two-armed bandit. Chernoff had done a lot of work on
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the one-armed bandit, and his idea was that I should extend this to multiarmed
bandits. The difficulty was that Chernoff could write down the differential equa-
tions that controlled the bandit problem and he would sort of know that those
were the right differential equations and later justify them. There was a series
of four papers that he wrote on the bandit problem, and the equations were in
the first paper, and then there was a justification in the second paper, and then
there was further justification in the fourth paper. So I would ask him, “Where’s
the proof?” and he would say, “Well, it's not quite like that; it’s sort of like you
know it has to work this way.” I just somehow couldn’t think the way he thought
about that problem. And so, fairly far into working on a thesis, we came to the
conclusion, he and I, that the two-armed bandit and [ were just not made for
cach other and I should work on something else. I had several other papers that
I had written at that point, and he thought that T needed something to go with
it. In some of the earlier work that I had done and had shown him, he had sort
of casually remarked that, you know, asymptotics doesn’t have to be large-
sample asymptotics, you can do asymptotics with respect to any parameter. And
just sort of left it lying there. But I was thinking about econometrics and think-
ing about the fact that ordinary least-squares was asymptotically biased, where
two-stage least-squares and limited information maximum likelihood were not.
Consequently, ordinary least-squares was dominated by these other two meth-
ods in large samples. But somehow that didn’t seem right, because for lots of
problems ordinary least-squares seemed just as good. And so, somehow the as-
ymptotics weren’t being as informative as they might. Then I thought that per-
haps letting the variance of the residuals get small was a better ideal case than
letting the sample size get large for comparing econometric methods. Asymp-
totics are always an ideal case. So this is simply asymptotics as the model gets
very good, rather than as the sample size gets large. That was the start of my
dissertation, and then 1 found this terrific paper by Nagar, who had done the
large-sample case, and I essentially adapted his methods for the small variance
case, In the space of about 4 months, that was my thesis, and it was alone my
thesis. The other papers were published but just didn't appear as part of my
thesis. With that kind of asymptotics, I showed that all three of the estimators
can be compared to one another. They're all the same order of magnitude as
sigma gets smaller.

I published a few papers after my thesis on it. The main one came out in
Econometrica, and then there were a couple in JASA on test statistics, but as [
was writing those papers I was also becoming Bayesian. I became less inter-
ested in all these classical calculations and less convinced that it was the right
thing to do. I had also started looking at time series problems from that point
of view, autoregressive moving average models. The difficulty is that the like-
lihood was the same, and therefore any Bayesian calculation would be the same.
But from a sampling point of view they’re not the same. And that puzzled me
for a while, and as I chewed on it [ decided that the Bayesian thinking was
more appealing, and I moved my research in the Bayesian direction and didn’t
pursue small-sigma asymptotics anymore.
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Jay with Dennis Aigner and George Tiao, among others, Restaurant Yamoto, Kyoto
Econometrics Conference, 1978.

Your joint research in Laplace approximations with Rob Kass and Luke
Tierney has made important contributions to Bayesian methodology and
has connected in many important ways in econometric work. Could you
comment for us on how you started out with this idea and came up with
the approximation?

Well, it’s a funny story. [ was working on an applied problem having to do with
missing data in the National Crime Survey, a household survey about whether
people had been the victim of a crime. And the idea that [ was interested in
there is that nonresponse in that survey could be an indicator that the house-
hold had been the victim of a crime. They would be less likely to open their
door to an enumerator if they’d been the victim of a crime than if they had not.
So nonresponse was informative, And so I had a model and was estimating that
model. I was doing it in the Bayesian way, but it was, shall we say, inelegant!
Luke was in the department at the time, and I described this problem to him.
Luke said something like, “Oh, for pity’s sake,” and over the weekend he did
an approximation. Numbers that were taking me an hour apiece to get, he was
getting in 19 seconds. His approximation was the same to two to three signifi-
cant figures, and T was pretty impressed. At that time, Rob Kass was also inter-
ested in integral approximations, and so we started to look into how Luke did
this work. As we looked into it, I said that there was something very general
there, and out of that came the work on Laplace approximation,

How do you see it goes from here? Do you think the problem is pretty
much resolved?

No, I still think there are interesting things to de with it. Since that time, one
thing that I did do is some work with Partha Bagchi, who was a postdoc here at
the time, and he and I looked at circular distributions. The interesting aspect is
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that once you know how to do it for circles, you know how to do it for spheres
of any dimension; once you know how to do it for cylinders, you know how to
do it for tori, and so on, It’s a different kind of Laplace approximation because
what plays the role of the normal distribution is the Fisher—von Mises distribu-
tion. I have also talked with Cid Srinivasan about doing the same thing for
covariance matrices. This time we have another kind of topology; we're deal-
ing in a space of positive definite matrices rather than the whole real line, or
circles, or whatever, I still think that there are good things to be done on these
other kinds of spaces,

As you alluded to earlier, the idea of MCMC has been getting a lot of
successes recently. It seems to leave the impression that MCMC has
taken over the Laplace approximation. Could you offer some comments
on this issue?

[ think the Laplace approximation and MCMC are useful for different things.
The MCMC idea is a very powerful one. But it is likely to be used especially
for analysis of a particular data set. Oa the other hand, when one comes to
experimental design, say, to assess the expected value of a design, one has to
draw from the prior and then draw from the likelihood, and then approximate
the analysis that one will do on that data set and see what its value is at the
end, and then draw another. Of course, one has to do that very quickly. In this
case, one doesn’t want to run a chain for each of the samples one might draw.,
In this situation, I think the Laplace approximation is going to work very well.
It may not be as accurate as a full chain would be, but it is very good as a fast
approximation. It can also be used effectively as a methed for getting goed
starting values for a chain. There are lots of ways in which these ideas can be
useful to each cother in different contexts. There is room in the toolbox for both
of them, and there are different occasions on which each of those tools would
be useful.

One of the main themes throughout your research across disciplines
is the idea of elicitation. Could you elaborate a little bit more about this
idea?

Sure, T think elicitation is a critical issue for subjective Bayesians. It is the
issue we cannot avoid, namely, if you're going to use a subjective likelihood
and a subjective prior, which subjective one would you use? How are you go-
ing to get it written down? And how are you going to find out what others
think about a process? If you are dealing with experts in a field, how are you
going to find out what they think? And in particular how are you going to deal
with them when they don’t understand statistical models very well? They don’t
understand the parameterizations that we use. In the context of a linear regres-
sion, asking them what is their covariance between 8; and B is hopeless. It's
hopeless, in fact, for most statisticians and econometricians as well, As a little
challenge, try to write down a nondiagonal covariance matrix that you think is
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your covariance matrix for any three or four variables you care to name and
then check to see whether what you’ve written down is positive definite or not.
It’s very hard to make it positive definite. So, we don’t do these things intu-
itively very well. The question is, can we find methods that will ask people a
series of questions that they find natural, from which we can deduce what their
prior is. That’s what elicitation is all about. I did some early work in that area,
a five author paper that appeared in JASA in 1980, and I'm still interested in it
Lara Wolfson, one of my former students, and I did a review paper on elicita-
tion for JRSS a couple of years ago, and she’s been pursuing elicitation since
then.

A related question along this line is that you have also done quite a
hit of work on the foundation of statistics with Mark Schervish and Teddy
Seidenfeld, the "three musketeers™ at Carnegie Melion. Would you say
something about how you see the relevance and importance of the foun-
dation of statistics?

Oh, we've been working together I think about 20 years, and we’ve certainly
learned a lot together, and it’s been wonderful fun. The most recent published
work has been what we’ve been calling reasoning to a foregone conclusion.
There’s a paper in JASA with that title. And what that’s about is that with fi-
nitely additive models you can be in a position where you have a prior today,
you'll see data tonight, you already know what your posterior will be tomor-
row, and it is different from your prior today. This observation leads to two
questions. First, which is your prior, what you think today or what you know
you're going to think tomorrow? Second, it leads to decision problems in which
you would pay not to see data! This is contrary to a theorem which is valid
only in the case of countable additivity. And so it sharpens the issue of whether
finite additivity is worth going into. Since then, we’ve been trying to quantify
incoherence. There are classical statistical procedures which we know are in-
coherent, but how badly incoherent are they? That is, can we distinguish some
that are real catastrophes from others that are perhaps not so bad? So we're
working on ways of quantifying how incoherent, incoherent procedures are.

I think it is important for there to be some work going on in foundations.
The foundations of statistics are not as secure as one might think. There are
implications of the assumptions that it’s easy to gloss over. Consequently, 1
find it useful in my own thinking to be doing some work in the foundations
because it helps me think through the implications of the methods that I'm using
when | do applied work.

It seems to me what you have done is mainly on the foundations of
Bayesian statistics. What would you consider to be important for the
non-Bayesian world as far as the foundation of statistics is concerned?

There are no foundations there, and therefore it is very hard to identify foun-
dational issues. Basically non-Bayesian statistics is sort of a grab bag of meth-
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ods and no ordering of principles, When should you, say, use a unbiased
estimator, when should you use an invariant estimator, when should you use
something that’s least-squares, and so on, and so on. Well, there are no prin-
ciples for these things. Just different ideas that people have had, and they will
say things like “Well, 1 would use them only when they are sensible” without
saying anything about a theory of sensibility. So you don’t know what they
really mean. And consequently it’s not really a theory; it’s basically a mess.
And so there’s a sense in which Bayesian ideas are the only theory of statis-
tics that we have where people are willing to say, “These are my principles,
and I would seek to apply them in every instance.” So without such a state-
ment it’s very hard to have anything to really work with,

| agree with you that the Bayesian paradigm seems to be more axiom-
atic, while classical statistics seems to be lacking this type of articulation.

It’s not just articulation, The reason that classical statistics hasn’t done that isn’t
a lack of articulation on the part of classical statisticians; it’s that their princi-
ples contradict each other and do not stand up to the kind of scrutiny that Bayes-
ian principles do. For example, there’s a whole wing of classical statistics that
wants to do what they call cenditional inference. Do they condition on part or
all of the data? If they condition on all of the data, then they’re doing likeli-
hood and probably Bayesian inference. If they want to condition on part of the
data, which part of the data do they wish to condition on? Weil, I asked one
practitioner of conditional inference, and what she tells me is that “We’ve been
studying that for 40 years, and we still don’t know.” How then can one exam-
ine the foundations of conditional inference? It is in this context that I say that
there are no foundations for classical statistics.

5. CONSULTING, LEGAL AND CENSUS CASES

That's very interesting. I'm sure we'll be hearing many interesting com-
ments from our colleagues on this issue. Let me change the subject a
little bit. In studying your CV, | think everyone agrees that you are truly
cross-disciplinary. You conduct research in areas in economics, sociol-
ogy. political science, medical science, physical science, computer sci-
ence, environmental science, law, archaeoclogy, and the list goes on and
on. You have contributed to almost every discipline that requires statisti-
cal expertise. You have already discussed your view on statistical consult-
ing. Could you also tell us something about your experiences as an expert
witness in legal cases? Is there a single case you would like to share
with us?

I do work as an expert witness, I enjoy it, but it is very demanding work in that
I have to think very carefully about what I'm saying and how to say it, and so
on, in that context, It is very different from the usual scientific discourse in that
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Jay at a United Nations conference in Italy, 1961,

the attorneys for the other side are seriously out to get you as an expert wit-
ness, where that is not usually true in academics. In the law, they're out to
embarrass you as much as they can. | find it useful to publish my cases because
I find it constrains the competitive impulse that I might have to “win the case,”
as opposed to trying to represent the truth as best as I can. So there’s always a
double loyalty that an expert witness has. Putting myself in a position where I
know that whatever 1 say in court I will be explaining to all of my colleagues
in print helps me to restrain that competitive impulse and 1 think makes me a
better and more persuasive expert witness as a result. I’ve enjoyed that a lot. I
think the single case that I'm most pleased about is the turnpike case concern-
ing the southern end of the New Jersey Turnpike, the so-called Soto case, The
state police in New Jersey were accused of discriminating against blacks in
who they were stopping and who they were arresting. Norma Terrin and I worked
on that together; I gave the testimony. The attorney general’s office in New
Jersey was on the other side. I was called by the public defender’s office. We
found that, despite a large amount of missing race data, the evidence was over-
whelming that blacks were being stopped at rates several times those of whites,
but that virtually everyone speeds on the turnpike. The attorney general repre-
sentatives who were there had nothing but scorn for the analyses that we were
doing. They lost the case; they appealed, saying it was a terrible insult to the
state police. Just before the appeals court was to hear the case the attorney
general and the governor of New Jersey had to withdraw the appeal because
they had done their own study and found out that we were right. So this was a
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very pleasing outcome, and Norma and I have published two papers about the
analyses that we did in that case.

You have also been involved heavily in the census undercount prob-
lemn. To some extent that also involves a lot of legal issues there. Would
you care to say something about it?

Sure. I was an expert witness in the 1980 case; that is, the case having to do
with the 1980 census, which I think, if I remember correctly, got to court in
about 1983 or 1984. It was ultimately decided in 1986, New York City and
State were suing the Census Bureau and the secretary of commerce about this.
I was involved in a less time consuming way as an adviser to the expert panel
that was set up having to do with the 1990 census on similar matters, Now [
am watching developments in the census of 2000,

In the 1980 case, basically the position of the Census Bureau at the time and
of the department of commerce was that adjusting for the undercount could not
be done. Since I had done it in research with Gene Erickson, basically the im-
port of my testimony was “What do you mean it can’t be done? 1 just did it;
here it is. You may not like how I did it, but it certainly can be done.” The only
way 1 know of to address an argument that says something can’t be done is to
do it. The census is doing it both ways in 2000. They’re doing both an un-
adjusted and an adjusted census, and then every state is going to have to argue
out for itself which it should use, so we can anticipate many lawsuits coming
from the census of 2000,

| recall that the other side also had statisticians as expert witnesses
who argued against adjustment. Could you comment a little on this issue?

I don't think the argument now was whether it can be done but more about
whether it should be done. There were many discussions about the quality of
the adjustment against the quality of the raw census, and so on. The way the
adjustment is done is by taking a random sample and using that as the basis to
figure out how much adjustment should be made in what places and then how
much, what direction? So you would think that sampling would be generally
agreed as a reasonable thing to do and that this is not terribly difficult. I inter-
pret the issue now as being far more a partisan political issue than I do a tech-
nical one. Certainly there are statisticians on the other side who would disagree
with that.

6. TEACHING, STUDENTS, AND SUPERVISION

You have directed a large number of students, and a number of them
are now having very successful careers. If you were to offer advice to
potential thesis supervisors, what would you like to tell them?

I think the single most important thing is to learn your student. That is, to lis-
ten to your student, understand your student, understand what they're inter-



652 ET INTERVIEW

ested in. Understand what their particular bent or talent is. Understand what
kinds of issues are most likely to get in the way of this student being successful
in terms of what they want to do and then address those issues. And those might
be technical, and they might not be technical, And my way of doing it is, T will
tackle whatever the most important issues are.

Some people feel that any good statistics, be it methodological or theo-
retical, has to be subjected to the test of the data. Do you feel the same
way? If you were to have a student who worked out a theoretical result,
do you feel it would be kind of incomplete until the student applies the
theory to a data set and sees how it works?

No, I don’t think that. Because my observation is that problems have solutions,
but solutions don't necessarily have problems. If [ have developed a technique,
I may not have a particular application for it; that’s fine. On the other hand, if
I start with the data and work on the data, then presumably at the end T will
have something to say about that data set. I may not have anything new theo-
reticaily to say. If a student takes a theoretical problem and works on it, then
no, | don’t think necessarily that it needs to be a contribution applied to data in
order to be a satisfactory dissertation. It's interesting if it can be; it’s a plus if it
can be applied. But as a requirement, no.

But what about statistics? Do you consider a real contribution to sta-
tistics has to be subjected to the test of data?

Well, statistics is such a broad field. There’s so much going on in it, it seems to
me that is too narrow a perspective on it. We virtually wiped out the whole
Annals of Statistics by saying that. One can think of important ideas in statis-
tics that did not immediately have an application and yet were certainly useful
things to have published. One can also think of many things for which there
was a section in the paper saying, “Well, here’s some data, and here I did it,”
which would have died right there because nobody thought it was a useful idea.
So I don't see it either as necessary or as sufficient to make it an interesting
piece of work, But it is certainly a good thought. But I don’t—no, I don’t think
a necessary one.

Statistics has been changing rapidly during the last decade. These
changes bring in new research as well as new pedagogical issues about
the statistics curriculum at all levels. For example, many statistics depart-
ments are cutting back the theoretical requirements of the students, mea-
sure theoretic probability and statistics, for example. On the other hand,
our colleagues in econometrics and finance are sending more and more
of their students to take courses in advanced probability and stochastic
calculus. What is your opinion about these changes?

I think that over the years I have become an old curmudgeon in these things.
I'm on the more conservative side of the debate about the curriculum in statis-
tics. I still think that it's important for students to be exposed to measure theo-
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retic probability. As for econometrics and finance, I think that those tools,
especially the Itd’s calculus, have become very useful and important tools and
students would naturally want to learn them. For statisticians who are not work-
ing in that area maybe going that far in measure theoretic probability and so on
isn’t as important, It all depends on the kinds of probiems you want to solve
and the tools that you need to solve those problems.

Do you think that statisticians are shortchanging their students in re-
ducing the thearetical training?

Well, T think those are very useful kinds of training to have because it opens a
literature that otherwise is going to be very difficult for people to learn on their
own, And that really, I think, is the importance of it, There are other things that
we teach that perhaps aren’t as critical in the sense that people can pick them
up on their own later, if they need to. But I don't know very many people who
teach themselves that kind of mathematics.

Also, I think that part of this new trend is a response to the wonderful things
" we can do computationally that we couldn’t before, And to some extent we are
attracting some students who would otherwise possibly be in computer science,
instead of statistics. Those students tend to be less mathematically oriented than
the ones that we are used to, who came mainly through math departments and
math undergraduate degrees. As I said before there’s room for lots of different
kinds of statisticians, and that’s one of the reasons why you have to listen to
your student. Certainly I have had students who came through a computer sci-
ence kind of training and whose impulses are more like those of a computer
scientist than those of a mathematician, and such students are making very valu-
able contributions to statistics now. So I have no complaint with that or any
desire to say that isn’t as good or important a student or a kind of training, but
I do believe that measure theory and measure theoretic probability are very
useful things for a student to study.

7. GENERAL

Throughout your career, you have been appointed to the editarial boards
of many premier journals. At the same time, you have served on many
professionai committees, both on the national and the international lev-
els. In addition, you have also engaged in all kinds of consuiting activi-
ties. The fact of answering all the e-mails and inquiries from these activities
seems to be a daunting task to many people. Besides having a very
effective secretary like Heidi, could you tell us your secret on how do
you manage that?

Heidi' is certainly an important part of it. Another part of it is, try to be orga-
nized. I set priotities for myself and try to do the most pressing, most important
things first. And I keep a to-do list, and I look at it and I check things off as 1 do
them, and 1 add new things to it as I think of things I should do. And so on.



654 ET INTERVIEW

I remember you had a very good idea about refereeing; could you
share it?

Sure, What 1 iry to do with refereeing is that, when things are sent to me to
referee, I either referee or don’t referee in a week. It either gets to the top of
my list and I do it, because it’s sufficiently interesting to me and I have the
time to do it, or if I don’t I send it back to the editor saying, “I don’t have the
time to do this,” And that way I do not keep a long guilt list of refereeing that’s
getting older and older that I haven’t donre. Being a former editor of JASA, 1
found that the referees that were problematic for me were the people who kept
a paper for a long time and didn’t do it. But if I heard back quickly from a
referee saying, “Sorry, I can’t do it,” that was just fine. 1 think T do maybe
two-thirds of the papers that are sent to me. I think that the length of time that
it takes to handle papers in statistics in general is too long, and I think the
reasen for that is that people put off doing the work, The amount of work is the
same whenever they do it, and therefore [ think that if more people had a pol-
icy similar to mine, we would hear much sooner about our papers than we now
do. As a result, everyone would be much happier.

Although nothing is typical here, could you tell us what would be a
typical working day schedule for you when you are at Carnegie Mellon?

Recently this past semester much of my time has been absorbed by being chair
of the faculty and chair of the faculty senate. And consequently going to many
meetings and doing a lot of problem solving for the university in general. In
addition I was teaching two courses this spring, one master’s level course for
our students and one physics graduate course jointly with a professor in phys-
ics. These together with research meetings were the main things I was doing
this spring.

Do you have any particular paper that you've written that you think of
as a favorite?

Oh, T guess if [ had to choose one T guess it would be the elicitation paper
because [ think it is the most important issue given my Bayesian convictions.
That’s certainly the problem which I think needs more attention in research,

It's certainly very enlightening to discuss these various issues with
you. On behalf of £7, may | thank you for your time and giving us this
opportunity to conduct this interview.

You are most welcome,

NOTE

1. Ms. Heidi Sestrich has been the secretary for Jay during the last 15 years. Her assistance in
this interview is gratefully acknowledged.
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A characterization of the Rau class of sequential problems. Mathematics of Operations Re-
search 3, 42-56.

Reversibility of a mulilateral sequential game: Proof of a conjecture of Sakeguchi. Journal of
the Operations Research Soctery of Japan 21, 509-515.

With D. Chuang. Stable decision problems. Annals of Statistics 6, 1095-1110. (Reprinted
in Robustness of Bayesian Analyses, edited by JB. Kahane. Amsterdam: North Holland &
Elsevier.}

1979

With D, Kairys. Fair numbers of peremptory challenges in jury trials. Journal of the American
Statistical Association 74, 747153,

1980

With M. DeGroot. Optimal challenges for selection. Operations Research 28, 952-968,

With N. Sedransk. Toward a more ethical clinical trial. In J, Bernardo, M. DeGroot, D.V. Linley,
& A.FM. Smith (eds.), Bayesian Statistics. Valencia, Spain: University Press, pp. 329-338.
Predictive and structural methods for eliciting priotr distributions. In A, Zellner (ed.), Srudies
in Bavesian Econometrics and Statistics in Honor of Harold Jeffreys, pp. 89-93. Amsterdam:
North-Holland.

With ). Dickey. Bayesian decision theory and the simplification of models. In J, Kmenta &
1. Ramsey {eds.), Evaluation of Econometric Models, pp. 245-268. New York: Academic Press.
{Reprinted in Bayesian Inference, edited by G.C. Tiao, N. Polson, & E. Elgar.)

Industrial applications of search theory. In K.B. Haley & L.D. Stone (eds.), Search Theory and
Applications, pp. 205-210. New York: Plenum Press.

with J, Dickey, R. Winkler, W. Smith, & S. Peters. Intersctive elicitation of opinion for a nor-
mal linear model. Journal of the American Statistical Association 75, 845-854.

1981

With JL. Erb & G. Tourncy. Discrimination betweer schizophrenic and centrol subjects by
means of DHEA measurements. Journal of Clinical Endocrinology and Metabolism 52, 181-186.
With LH. Larkin & R.H. Mayer. A moving average model for sequenced reaction-time data.
Journal of Mathematica! Psycholegy 23, 115-133.

With L.D. Stone. Optimal whereabouts search for a moving target. Operations Research 29,
1154-1166.

1982

With W, Eddy. The cost of drilling for oil and gas: An application of constrained robust regres-
sion. Journal of the American Statistical Association 17, 262-269,
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With P.D. Larkey. Subjective probability and the theory of games, Management Science 28,
113-120.
With P.0. Larkey. Reply to Professor Harsanyi. Management Science 28, 124,

1983

With A. Blumstein. An approach to the allocation of scarce imprisonment resources. Crime
and Delinguency (October), 546-559.

With M.H. DeGroot, Optimal sequential decisions in problems involving more than one deci-
sion maker. In 1982 Proceedings of the ASA Business and Economics Section, pp. 10-14. (Re-
printed in Recent Advances in Statistics: Papers Submitted in Honor of Herman Chernoff's
Sixtieth Birthday, edited by H. Rizvi, LS. Rustagi, & D. Siegmund, Academic, New York,
pp. 197-210.

With E. Ericksen. Using the 1980 census as a population standard. In /983 Proceedings of the
Social Staristics Section, American Statistical Association, pp. 474-479.

With 5. Fienberg, The presentation of bayesian siatistical analyses in legal proceedings. Stat-
istician 32, 88-98,

With EM. Fisher. Empirically based sentencing guidelines and ethical considerations. In A.
Blumstein, J. Cohen, S.E. Martin, & M.H. Tonry (eds.), Research on Sentencing: The Search
Jor Reform, val. 11, pp. 184-193. National Academy Press. (Reprinted in Industrial Organiza-
tion, Economics and the Law by F. Fisher, edited by 1. Monz, MIT Press, Cambridge, Massa-
chusetts, 1991.)

Juries hearing death penalty cases: Statistical analysis of a legal procedure. Journal of the
American Statistical Association 78, 544-552.

With P.D, Larkey. The confusion of is and ought in game theoretic contexts, Management Sci-
ence 29, 1365-1379,

With L. Tierney. Surveillance search for a moving target. Operations Research 31, 720-738.

1984

After Hovey: A note cn taking account of the automatic death penaity jurors. Law and Human
Behavior 8, 115-120.

With E. Ericksen. Revised estimaies of state and central city pepulations on census day, 1980.
In J984 American Statistical Association Proceedings of the Social Statistics Section,
pp. 208-210.

With R.E. Mayer & I, Larkin. A cognitive analysis of mathematical problem solving ability. In
R.J. Steinberg (ed.) Advances in the Psychology of Human Intelligence, vol. 2, pp. 231-273.
South Africa: Erlbaum.

With M. Schervish & T Seidenfeld. The extent of non-conglomerabitity in finitely additive
probabilities. Zeitschrift fiir Wahrscheinlictkeitstheorie und verwandie Gebiete 66, 205-226,

1985

With E.P. Ericksen. Estimating the population in a census year: 1980 and beyond (with discus-
ston). Journal of the American Statistical Association 80, 98-131. (Excerpts appear in Statis-
rical Uses of Administrative Records: Recent Research and Present Prospects, vol, 1, Internal
Revenue Service, Dept, of the Treasury, 1984, pp. 283-290. An early version appears in Fed-
eral Statistics and National Needs, prepared by the Congressional Research Service for the
Senate Committee on Governmental Affairs, 1984, pp. 233-279.)

With G.W. Wasilkowski. Average case epsilon-complexity in computer science: A Bayesian
view (with discussion). In J. Bernardo, M. DeGroot, D.V. Lindiey, & A.F.M. Smith (eds.),
Bayesian Statistics 2, Proceedings of the Second Valencia Inrernational Meeting, pp. 361-374.
New York: North Holland, Elsevier, & Valencia University Press.

Paraliel and sequential computation: A statistician’s view. Journal of Complexity 1, 156-263.
Opposition of interest in subjective Bayesian theory, Management Science 3t, 15861588,
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Is victimization chronic? A Bayesian analysis of multinomial missing data, Journal of Econo-
metrics 29, 47-67. Corrections: Journal of Economerrics 35, 393, 1987,

With C, Sophian & J, Larkin. A developmental model of search: Stochastic estimation of chii-
dren’s rule use. In H. Wellman (ed.), Children’s Searching: The Development of Search Skifl
and Spatial Representation, pp. 185-214. Hillsdale, New Jersey: Ertbaum,

1986

With JM. Dickey & A.P. Dawid. Subjective-probability assessment methods for multivariate-r
and matrix-1 models, In P, Goel and A, Zeliner (eds.), Bayesian Inference and Decision Tech-
nigues: Essays in Honor of Bruno de Finetti, pp, 177-195. Amsterdam: North Holland &
Elsevier.

With E. Ericksen. Using administrative lists lo estimate census omissions, Journal of Official
Statistics 2, 397-414. (An earlier version is in An Administrative Record Approach to Cen-
suses and Surveys, edited by W. Alvey, Department of the Treasury, 1983, pp. 3-8; and in
1983 Proceedings of the Section on Survey Research Methods, pp. 361-365.

With C. Genest. Combination of subjective opinion: An application and its relation to the gen-
eral theory. In A.P. Basu (ed.), Reliability and Quality Control, pp. 141-155. Amsterdam;
North-Holland.

Progress toward a more ethical method for clinical trials. Journal of Medicine and Philosophy
11, 3835-404.

Does electronic draw poker require skill to play? (with commentary), In M. DeGroot, S. Fien-
berg, and 1B, Kadane {eds.), Statistics and the Law, pp. 333-352, New York: Wiley.

With M. Schervish & T. Seidenfeld. Statistical implications of finitely additive probability, In
B. Goel and A. Zellner {eds.), Bayesian Inference and Decision Technigues: Essays in Honor
aof Bruno de Fineni, pp, 59-76, Amsterdam: North Holland & Elsevier,

With L. Tierney. Accurate approximations for posterior moments and marginal densities. Jour-
nal of the American Statistical Association 81, 82-86,

1987

With C, Davidson, R. Honrath, R.S. Tsay, B.A. Mayewski, W.B. Lyons, & N.Z. Heidam. The
scavenging of atmospheric sulfate in Arctic snow. Atmospheric Environment 21 (4}, 871-882,
With R, Dawes. Partial round robin comparisons with perfect rankings. American Statistician
41, 204-205.

With LM. Dickey & J-M. Jiang. Bayesian methods for censored categorical data. Journal of
the American Statistical Association 82, 773-781,

With E. Ericksen. Sensitivity analysis of local estimates of undercounts in the 1980 U.S.
census. In JN.K, Rao, R. Platek, C.E. Sarndal, & M.P. Singh (eds.), Smali Area Statistics,
pp. 23-43. New York: Wiley.

With LH. Larkin & R.E. Mayer. An information processing model based on reaction times in
salving linear equations. In A. Gelfand (ed.), Contributions to the Theory and Application of
Statistics, pp. 273-301. New York: Academic.

With R.L. Winkler. DeFineti's method of elicitation. In R. Vierti (ed,), Probability and Bayes-
ian Statistics, pp. 279-284, New York: Plenum.

With L. Tierney & R.E. Kass. Interactive Bayesian analysis using accurate asymptotic approx-
mations. In R.M, Heiberger {ed.), Computer Science and Statistics: Proceedings of the Nine-
teenth Symposium on the [nterface, pp. 15-21. Alexandria, Virginia; American Statjstical
Association,

1988

With 8.1, Bayarri & M.H. DeGroot. What is the likelihood function? (with discussion). In S.
Gupta & J. Berger {eds.), Proceedings of the Fourth Purdue Symposium on Decision Theory
and Related Topics, pp. 3-27. New York: Springer-Verlag.
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With 1C. Bright & D.5. Nagin. Statistical sampling in tax audits. Jourral of Law and Social
Inguiry 13, 305-338.

With C. Hastorf. Bayesian paleoethnobotany, In J. Bernardo, M. DeGroot, D.V. Lindley, &
A.F.M. Smith (eds.), Bayesian Statistics 3, pp. 243-259. Oxford University Press.

Possible statistical contributions to palecethnobatany. In C. Hastorf & V.S. Popper (eds.), Cur-
rent Paleoethnobotany: Analytical Methods and Cultural Interpretations of Archeological Plant
Remains, pp, 206-214. Chicago: University of Chicago Press,

With G.W, Wasilkowski & H. Wozniakowski, On adapticn with noisy information. Journal of
Complexity 4, 257-276.

With R.E. Kass & L. Tiemey. Asymptotics in Bayesian computatien. In 1. Bernardo, M. DeGroot,
AM.E. Smith, & D.V. Lindley (eds.), Bayesian Statistics 3, pp. 261-278. Oxford University
Press.

With R.L. Trader. A Bayesian treatment of multivariate normal data with observations missing
al random. In S. Gupta & J. Berger (eds.), Proceedings of the Fourth Purdue Symposium on
Decision Theory and Related Topics, pp. 225-233. New York: Springer-Verlag,

With R.L. Winkler, Separating probability elicitation from utilities. Journal of the American
Stotistical Association 83, 357-363,

1989

With E. Ericksen & J. Tukey. Adjusting the 1980 census of housing and population. A version
published by the House of Representatives, Committee on Post Office and Civil Service, Sub-
commitiee on Census and Pepulation, Record of Hearing of August 17, 1987. Journal of the
American Statistical Association 84, 927-944.

With R.E. Kass & L. Tierney, Approximate marginal densities of nonlinear functions.
Biometrika 76, 425433, Correction: 78, 233-234,

With R.E. Kass & L. Tiereny. Approximate methods for assessing influence and sensitivity in
Bayesian analysis. Biometrika 76, 663-674,

With T. Seidenfeld & M. Schervish. On the shared preferences of two Bayesian decision-
makers, Journal of Philosophy 5, 225-244. (Reprinted in The Philosopher’s Annual, vol. XII,
1989, edited by P. Grim, G. Mar, & P. Wiiliams, pp. 243-262. Atascadero, CA: Ridgeview
Publishing Co.)

With L., Tierney & R.E. Kass. Fully exponential Laplace’s approximations to expectations and
variances of non-positive functions. Journal of the American Statistical Association 84, 710-716.

1990

With D, Epple. Sequential voting with endogenous voter forecasts. American Political Sci-
ence Review 84, 165-175,

With 1. Erb, C. Frohman, D. Kline, M. Schervish, J. Schiff, 5. Schiff, L. Taub, & K, Warner.
A Programme for Schizophrenia. Upton-Upon-Severn, Worcester, United Kingdom: Self-
Publishing Association, Ltd., and Cathexis Institute,

With R.E. Kass & L, Tierney, The validity of posterior expansions based on Laplace’s method.
In S. Geisser, J. Hodges, S. Press, & A, Zellner (eds.), Essays in Horor of George Barnard,
pp. 473-488. Amsterdam: North Holland.

With T. Seidenfeld. Randomization in a Bayesian perspective. Journal of Statistical Planning
and Inference 25, 329-345. (To be reprinted in The Methodology of Economerrics, edited by
D.J. Poirier & E. Elgar.)

With 1. Olkin & M. Scarsini, Inequalities for predictive ratios and posterior variances in nat-
ural exponentiat families, Journal of Multivariate Analysis 33, 275-285.

A statistical analysis of adverse impact of employer decisiens. Journal of the American Sta-
tistical Association 85, 925-933.

With I Larkin. A method for maximizing likelihood functions. In S. Geisser, 1.S. Hodges, S.1.
Press, & A. Zellner {eds.), Essays in Honor of George Barnard, pp. 453—472, Amsterdam:
North Holland., -
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With L.A. Wasserman. Bayes' theorem for Choquet capacities, Annals of Staristics 18,
1328-1339.

With M.]. Schervish and T. Seidenfeld. State dependent utilities. Journal of the American
Statistical Association 85, 840-847.

With T. Seidenfeld & M. Schervish. Decisions without ordering. In W, Seig {ed.), Acting and
Reflecting: The imterdisciplinary Turn in Philosophy, pp. 143-170. Dordrecht: Ktuwer.

With T. Seidenfeld & M.). Schervish. When fair betting odds are not degrees of belief. PSA,
vol. I, pp. 517-524. Philosophy of Science Association.

1991

With P. Bagehi. Laplace approximations to posterior moments and marginals on circles, spheres,
and cylinders. Canadian Journal of Statistics 19, 67-77.

With R.E. Kass & L. Tierney. Laplace’s method in Bayesian analysis. In N, Flournoy & R,
Tsutakawa (eds.), Contemporary Mathematics: Proceedings of the Conference on Statistical
Multiple Integration, vol. 115, pp. 89-99, American Mathematical Society.

With R.E. Kass & L. Tierney, Asymptotic evaluation of integrals arising in Bayesian infer-
ence. In C. Page & R. LePage {eds.), Computer Science and Statistics: Proceedings of the
Twenty-Second Symposium on the Interface, pp. 3842, New York: Springer-Verlag,

With M. Schervish & T. Seidenfeld. Shared preferences and state dependent utilities. Man-
agement Science 37, 1575-1589,

1992

With P. Bagchi. Laplace approximation for curved surfaces. In P, Goel & N.S. Iyengar (eds.),
Bayesian Analysis in Statistics and Econometrics, Lecture Notes in Statistics 75, pp. 1-12.
New York: Springer-Verlag.

With S, Crawford, M.H. DeGroor, & M.]. Smail. Modeling lake chemistry distributions: Ap-
proximate Bayesian methods for estimating a finite mixture model. Techrometrics 34, 441-
453, (This paper won the Frank Wilcoxon Award for the Best Applied Paper in Technometrics
in 1992.)

With T. Jiang & LM. Dickey. Computation of Carlson’s multiple hypergeometric function
R. Journal of Statistical Computation and Graphics 1, 231-251.

Healthy scepticisin as an expected-utility explanation of the phenomena of Allais and Ells-
berg. In J. Geweke (ed.), Decision Making under Risk and Uncertainty: New Models and
Empirical Findings, pp. 11-16, Dordrecht: Kluwer Academic Publishers, (Also in Theory and
Decision 32, 57-64.)

With T. Seidenfeld, Equilibrium, common knowledge and optimal sequential decisions. In C.
Bicchieri & M.L. Dalla Chiara (eds.), Knowledge, Belief. and Strategic Interaction, pp, 27—
45. Cambridge University Press,

With 1. Levi & T. Seidenfeld. Elicitation for games. In C. Bicchieri & M.L. Dalla Chiara
{eds.}, Knowledge, Belief, and Strategic Interaction, pp. 21-26. Cambridge University Press.
With D. Schum. Opinions in dispute: The Sacco-Vanzetti case. In LM, Bemazrdo, 1.O. Berger,
AP Dawid, & A FM. Smith {eds.), Bayesian Statistics 4, Pp. 267-287. Oxford University Press.
With M.M. Meyer, Reconstructing the adjusted census for Florida: A case study in data ex-
amination, Journal of Statistical Computation and Graphics 1, 287-300,

With M, Schervish & T. Seidenfeld. Small worlds and state dependent wtilities. In P. Goel &
N.S. Iyengar (eds.), Bayesian Analysis in Statistics and Economerrics, Lecture Notes in Sta-
tistics 75, pp. 207-215. New York: Springer-Verlag.

With I. Verdinelt, Bayesian designs for maximizing information and outcome. Journal of the
American Statistical Association 87, 510-515.

With L.A. Wasserman. Computing bounds on expectations. Journal of the Americar Statisti-
cal Association 87, 516-522.

With L. Wasserman. Symmetric upper probabilities. Annals of Statistics 20, 1720-1736.
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1993

With R, Etzioni. Optimal experimental design for another's analysis, Journal of the American
Statistical Association 88, 14041411,

Bayesian methods: An introduction for physicat oceanographers. In P. Muller & D). Hender-
son (eds.), Statistical Methods in Physical Oceanography, pp. 241-247. Honolulu, Hawaii:
SOEST Publication Services.

Subjective Bayesian analysis for surveys with missing data. Journal of the Royal Statistical
Society, Series D (Statistician} 42, 415-426. Correction: (1996) 45, 539.

Several Bayesians: A review (with discussion), TEST 2 (1-2}, 1-32.

1994

Bayesian decision theory and the Jegal structure. In A. Smith & P. Freeman, Aspects of Un-
certainry: A Tribute to D.V. Lindley, pp. 261-266. New York: Wiley.

An application of robust Bayesian analysis to a medical experiment. Journal of Staristical
Planning and Inference 40, 221-232.

With L. Wasserman. Permoration invariant upper and iower probabilities. In LO. Berger &
S. Gupta (eds.), Statistical Decision Theory and Related Topics V, pp. 431-440. New York:
Springer-Verlag.

1995

With S. Berry. Optimal whereabouts search. Manuscript. {To appear in MORS Analyst's Hand-
book, Military Operations Research Society.)

With R. Etzioni. Bayesian statistical methods in public health and medicine. Annuial Review
of Public Heaith 16, 23-41.

Prime time for Bayes. Clinical Trials 16, 313-318.

With M.M. Meyer, Evaiuation of a reconstruction of the adjusted 199G census for Florida,
Journal of Official Statistics 13, 103-112.

With A. O'Hagan. Using finitely additive probability: Uniform distributions on the natural
numbers. Journal of the American Statistical Association 90, 626-631,

With T. Seidenfeld & M.J. Schervish. A representation of partially ordered preferences. An-
nals of Statistics 23, 2168-2217,

With L. Wasserman. Entropy when probabilities are imprecise. In D. Berry, K. Chaloner, & J,
Geweke (eds,), Bayesian Analysis in Statistics and Econometrics: Essays in Honor of Arnold
Zellner, pp. 549-555. New York: Wiley.

1996

With N.H. Chan, R.N. Miller, & W. Palma. Estimation of tropical sea level anomaly by an
improved Kalman filter, Journal of Physical Oceanography 26, 1285-1303,

With N.H. Chan & 1..J. Wolfson, Priors for unit root models. Journal of Econometrics 15,
99-111.

With L.J. Wolfscen, Priors for the design and analysis of clinical trials. In D. Berry & D.
Stangl (eds.), Bayesian Biostatistics, pp. 157-184, New York: Marcel Dekker.

A Bayesian approach to designing U.S. census sampling for reapportionment (with discus-
sion). Journal of Official Statistics 12, 85-106.

With M.J. Schervish & T. Seidenfeld. Reasoning to a foregone conclusion, Journal of the
American Statistical Association 91, 1228-1235.

With M.L Schervish & T. Seidenfeld. When several Bayesians agree that there will be no
reasoning to a foregone conclusion. Proceedings of the 1996 Biennial Meeting of the Philos-
ophy of Science Association, part 1. Philosophy of Science supplement to 63 (3), S281-5289.
With L. Wasserman. Symmetric, coherent Choguet capacities. Annals of Statistics 24,
12501264,
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With C. Srinivasan, Bayesian robustness and stability, In 1O, Berger, B. Betro, E. Moreno,
L.R. Pericchi, F. Ruggeri, G. Salinetti, & L. Wasserman (eds.}, Proceedings of the Workshap
on Bayesian Robustness, pp. 81-i00. New York: Springer-Verlag,

With J. Sanchez & A. Candel. Multiagent Bayesian theory and economic madels of ducpoly,
R. & D., and bank runs. In T.B. Fomby & R.C. Hitl (eds.), Advances in Economerrics, vol, I,
part A, pp. 275-302. Greenwich, Connecticut; JAI Press.

With L.J. Wolfson & M.J. Small. Expected utility as a policy making tool: An environmental
health example. In D. Berry & D. Stangl (eds.), Bayesian Biostanistics, pp. 261-277. New
York: Marcel Dekker.

With L.J. Wolfson & M.L Small. Bayesian environmental policy decisions: Two case studies.
Ecelogical Applications 6 (4), 1056-1066,

1997

With 8. Berry. Optimal Bayesian randomization. Journal of the Royal Statistical Society,
Series B 59 (4), 813-819.

With NH. Chan & W. Palma. Multiple trend breaks and unit roots of tropical sea levels.
Proceedings of the American Statistical Association, pp. 13-24.

With B.O. Daponte & L.I. Wolfson, Bayesian demography: Projecting the Iraqi Kurdish pop-
ulation, 1977-1990. Journal of the American Statistical Association 92, 1256-1267.

With EL Giron & E. Moreno. Independence issues in imprecise data models: A Bayesian
approach. Comptes Rendus of the Royal Academy of Sciences, Paris, Series 1, 1149-1153.
With B. Diggs, C, Genovese, S.-T. Li, & R. Swendsen. Markov chain Monte Carlo methods
for Bayesian analysis. 'Aka Huliko'a: Monse Carlo Simulations in Oceanography, Proceed-
ings of the Hawaiian Winter Workshop, SOEST Special Publication, pp. 4i-44,

With N, Terrin. Missing data in the forensic context. Journal of the Royal Statistical Society,
Series 4 160, 351-357,

With P, Larkey, R, Austin, & S. Zamir. Skill in games, Management Science 43, 596—609,
With R.H, Swendsen, B. Diggs, C. Genovese, & 5.-T. Li. A tale of two chains: Experiences
from a collaboration between statisticians and physicists. 'Aka Huliko'a: Monte Carlo Simu-
lations in Oceanography, Proceedings of the Hawaiian Winter Workshop, SOEST Special
Publication, pp. 45-48.

With L.J. Wolfson & M.J. Small. A subjective Bayesian approach to environmental sampling.
In G. Gatsonis, LS. Hodges, R.E, Kass, R. McCulloch, P. Rossi, & N.D, Singpurwalla {(eds.),
Case Studies in Bayestan Statistics, vol. Ill, pp. 457-468. New York: Springer-Verlag.

1998

With B.P. Carlin & A.E. Gelfand, Approuches for optimal sequential decision analysis in ¢lin-
ical trials. Biomerrics 54, 364-975.

With N.H. Chan & T. Jiang. Time series analysis of diurnal cycles in small scale turbulence.
Enrvironmerrics 9, 235-244,

With P, Vlachos & §. Wieand. Applied decision analysis for a data monitoring committee of
a clinical trial. Tn F. Giron & M. Martinez (eds.), Proceedings of the International Workshop
on Decision Analysis Applications, pp. 115-121. Dordrecht; Kluwer.

With C. Srinivasan, Bayes decision problems and stability. Sankhva 60 (3), 383-404,

With T. Seidenfeld & M.J. Schervish, Non-conglomerability for finite-valued, finitely addi-
tive probability. Sankhya A 60 {3), 476-491.

With L.J. Wolfson, Experiences in elicitation {with discussion). Jeurnal of the Royal Statisti-
cal Sociery, Series D (Statistician) 47 (1), 3-19.

With K. Roeder, M. Escobar, & 1. Balzas. Measuring heterogeneity in forensic databases.
Biometrika 85 (2), 269-287.

With E, Stasny & K.S. Fritsch. On the fairness of death-penalty juries: A comparison of Bayes-
ian models with different levels of hierarchy and various mechanisms. Journal of the Amer-
ican Statistical Associarion 93, 464-477,
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With N. Terrin. Counting cars in a legal case involving differential enforcement. Chance 11
(3}, 25-27.

1999

With F.G. Ball, Y. Cai, & A. O'Hagan. MCMC methods for discrete soujourn time ion chan-
nel data. Proceedings of the Royal Society of London, Series A (Mathematical, Physical and
Engineering Sciences) 435, 2879-2932.

With R.F. Bordley. Experiment-dependent priors in psychology and physics. Theory and De-
cision 47, 213-227.

With B. Diggs, C. Genovese, & R.H. Swendsen. Bayesian analysis of series expansions. Com-
puter Physics Communications 1 {4), 121-122.

With M.M. Meyer & I.W. Tukey, Yuie's association paradox and stratum heterogeneity in
capture-recapture studies. Journal of the American Statistical Association 94, 855-859.
With C. Stone & G. Wallstrom. The donation paradox for peremptory challenges. Theory and
Decision 47, 139-151.

An allegation of examination copying. Chance 12 (3), 32-36.

With E. Moreno & L.R. Pericchi. A robust Bayesian look at the theory of precise measure-
ment, In J. Shanteau, B. Mellers, & D. Schum (eds.), Decision Science and Technology: Re-
flections an the Contributions of Ward Edwards, pp. 171-181. Norwell, Massachusetrs: Kluwer,
With R.H. Swendsen, B. Diggs, ).-5. Wang, $.T. Li, & C. Genovese. Transition matrix Monte
Carlo. International Journal of Modern Physics C 10 (8), 1563-1569.

2000

With M. Anderson, B.O. Daponte, S.E. Fienberg, B.D). Spencer, & D.L. Steffey. Sampling-
based adjustment of the 2000 Census: A balanced perspective. Jurimetrics 40, 341-356.
With C. Mitchell. Statistics in proof of employment discrimination cases. In B. Grofman {ed.),
Controversies in Civil Rights: The Civil Rights Act of 1964 in Perspective, pp. 241-262. Uni-
versity of Virginia Press,

With M.1. Schervish & T. Seidenfeld. How sets of coherent probabilities may serve as models
for degrees of incoherence. fnternational Journal of Uncertainty, Fuzziness and Knowledge-
Bused Systems 8 (3), 347-355,

Forthcoming
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